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Abstract—This paper investigates the impact of primary network interference on the performance of cognitive multihop secondary network under various multiple-input multiple-output (MIMO) approaches per hop. Specifically, the cognitive system involves a secondary network with MIMO relays that use the amplify-and-forward (AF) protocol, and each of which shares the same spectrum resources of multiple primary users (PUs) transmit and receive stations. Two different receive array conditions, and hence processing approaches, per hop in the secondary network are treated separately, which are maximal ratio combining (MRC) for sufficiently spaced receive antennas to provide receive diversity gain and interference cancellation (IC) for insufficiently spaced antennas to reduce the effect of PUs interference. The latter approach involves two different algorithms that vary in terms of complexity and achieved performance, which are dominant receive interference cancellation (DRIC) and adaptive receive interference cancellation (ARIC). Moreover, for both approaches, the transmit array gain is achieved per hop through the low-complexity transmit antenna selection (TAS). In doing so, new analytical results for multihop secondary network’s end-to-end outage probability are developed. Moreover, simple asymptotic results for this outage performance in high SNR regime are provided, from which the achieved diversity and coding gains and the diversity-multiplexing trade-off can be extracted. In addition, to further enhance the secondary network, optimal power allocation among hops is obtained based on the asymptotic outage performance under the constraints of transmit power of a secondary transmit station and interference limit on the primary network. The developed analytical results in this work are validated through numerical and simulation results.

Index Terms—Cognitive radio, MIMO, Multihop, relaying, interference cancellation, spectrum sharing, outage probability.

I. INTRODUCTION

A key advantage of multihop wireless networks is their ability to connect a transmit source to a destination through multiple hops, thereby expanding the network coverage while alleviating the need for fixed infrastructure [1, 2]. In addition, cognitive relaying networks (CRNs) are considered as one of the promising solutions for radio spectrum scarceness and bandwidth limitations. They can significantly improve the spectral efficiency of wireless networks by intelligently sharing spectrum resources [3]–[5]. A common approach in spectrum sharing network is the underlay cognitive radio model in which the secondary user (SU) is allowed to share the spectrum with the primary user (PU) simultaneously under an interference limit to maintain a reliable operation of the primary network.

Due to their promising advantages, underlay cognitive networks with relaying have gained research interests in recent years (see [7]–[10] and references therein). Specifically, in [7], the outage probability of spectrum sharing decode-and-forward (DF) relaying with the best relay selection in Rayleigh fading was investigated, which was extended to Nakagami-m fading in [8]. In [9], the authors investigated the impact of PU interference on the outage performance of cognitive DF relaying in Rayleigh fading. In [10], the outage performance of dual-hop DF with spectrum sharing in the presence of the direct link was investigated in Nakagami-m fading. The outage probability of dual-hop amplify-and-forward (AF) in Rayleigh fading was examined in [11]. Moreover, the work in [12] investigated the impact of multiple PUs on the outage probability of dual-hop DF relaying, which was extended to multihop CRNs in [13]–[15].

To further improve the performance of CRNs, some works have incorporated multiple-input multiple-output (MIMO) techniques [16–19]. In particular, transmit antenna selection with receive maximal ratio combining (TAS/MRC) has been widely adopted as a low complexity and power efficient approach which achieves full diversity gain [20], [21]. However, the advantages of TAS/MRC are limited by several factors, such as the spacing between transmit and receive antennas, and accuracy of channel estimation, and the accuracy of feedback channel for TAS implementation [22]. Moreover, when receive antennas are highly correlated due to space limitation at the receive station, the use of receive MRC becomes a waste of processing as no diversity gain can be achieved. In this regard, the use of smart arrays can be of interest to mitigate the effect PU interference on the secondary network [23]. Specifically, with the knowledge of the direction of arrival (DoA) of interference sources, the receive array radiation pattern can be shaped to place deep nulls in the directions of some resolvable interference sources [26], while providing a maximum array gain in the direction of the desired signal. This interference cancellation mechanism can have real applications in multihop CRNs as the mitigation of interference on the secondary network can be of prime importance when primary PUs access the shared spectrum resources heavily. Two interference cancellation algorithms were proposed; namely dominant receive interference cancellation (DRIC) [27], [28],
and adaptive receive interference cancellation (ARIC) [29]. The first algorithm requires perfect predication and statistical ordering of interference powers, whereas the latter does not need prior knowledge of the statistical properties of interference sources and can efficiently utilize the available receive antennas.

The aforementioned IC algorithms do not provide any receive diversity gain; in contrast to receive MRC when receive antennas are sufficiently spaced, but they are preferable for cases when receive antennas are insufficiently spaced and/or the system undergoes deep interference effect. One of the main objectives of this paper is to provide detailed analytical treatments that enable a comprehensive comparison of the achieved performance of underlay cognitive secondary network with AF multihop relaying under various MIMO scenarios for different receive arrays operation per hop. Specifically, the developed results characterizes the use of the conventional TAS/MRC per hop when the receive antennas per hop are sufficiently spaced, and allows for insightful treatment against TAS/DRIC and/or TAS/ARIC when receive diversity can not be achieved.

The contributions of this paper are summarized as follows:

- We treat a generalized model of that adopted in [13–15]. Specifically, MIMO AF multihop underlay CRNs is considered with the use of TAS/MRC per hop in the secondary network in the presence of multiple PUs and under the effect of Rayleigh fading. The model is particularly applicable when the spacing between receive antennas per hop are sufficient to exploit diversity through MRC. The corresponding end-to-end signal-to-interference-plus-noise ratio (SINR) outage probability is obtained in closed-form. In addition, the asymptotic results for this outage performance in high SNR regime are obtained, which are found useful to predict the achieved diversity and coding gains, and characterize the diversity-multiplexing trade-off (DMT) of the considered system.

- The analysis is then extended in order to treat two new models for TAS/IC per hop in the secondary network of AF multihop underlay CRNs, which are TAS/DRIC and TAS/ARIC. These models are useful when receive diversity can not be achieved with the use of MRC and the effect of primary network interference on each hop of the secondary network is significant. For these models, the end-to-end SINR statistics are characterized, which are then used to obtain new results for the end-to-end outage probability of the secondary network. Moreover, simple results for the asymptotic outage performance are derived for the two models, which are then used to predict the achieved diversity and coding gains, and characterize the achieved DMT.

- To further enhance the performance of the TAS/MRC model or TAS/IC models, the optimal solutions for the power allocation to maximize the outage performance under constraints of transmit power of a secondary transmit station and interference limit on the primary network are obtained.

Based on the developed results for the various schemes mentioned above, the following outcomes are noted:

- TAS/MRC scheme is shown to outperform TAS/DRIC and TAS/ARIC in high average SNR/SINR regime, assuming that maximum diversity gain is achievable from MRC. However, even with maximized receiver MRC gain, it is observed that TAS/IC schemes outperform TAS/MRC in low SNR/SINR regime. Thus, TAS/DRIC and TAS/ARIC can be particularly useful under deep effect of primary network interference.

- The asymptotic results for end-to-end outage performance of different schemes show that the achieved diversity gain for TAS/MRC scheme with sufficiently spaced receive antennas is $N_S N_R$ per hop, while the diversity gain of both TAS/IC schemes is $N_S$ as well as TAS/MRC with insufficiently spaced antennas per hop, where $N_S$ and $N_R$ are the sizes of transmit and receive arrays per hop, respectively. This outcome is observed when the interference power limit $Q_I$ is proportional to the maximum transmit power $Q_P$. However, when the interference power limit is fixed, an outage floor appears, and hence zero diversity gain for TAS/MRC and TAS/IC schemes is noticed. Herein, TAS/DRIC and TAS/ARIC can have another practical advantage as compared to TAS/MRC in mitigating the effect of primary network interference, and hence boost the end-to-end outage performance of the secondary network.

- The results indicate that TAS/DRIC outperforms TAS/ARIC under deep effect of interference from primary network per hop due to the variations of the achieved coding gains of these two schemes, but at the expense of complicated processing and degraded operation efficiency.

- It is noted that the increase in the number of PUs transmit and receive antennas and number of hops in the secondary network do not affect the achieved diversity gains of TAS/MRC and TAS/IC schemes. However, they degrade the coding gains of these schemes differently.

The rest of the paper is organized as follows. The adopted system and channel models are discussed in Section II. Sections III and IV present the signal model and analytical performance results of the considered system without IC, respectively. Sections V and VI address the signal model and performance analysis under different receive algorithms IC, respectively. Section VII presents some numerical results that are supported by simulations. Finally, Section VIII contains concluding remarks.

**Mathematical Notations:** The notations used herein are as follows. Bold lower/upper case symbols denote vectors/matrices, respectively, $(\cdot)^T$ for transpose, $(\cdot)^H$ for conjugate transpose, and $|\cdot|$ and $\|\cdot\|_F$ are used for the absolute value and the Frobenious norm of vectors/matrices, respectively. The term $f_\beta(x)$ is the probability distribution function (PDF) of random variable (RV) $\beta$, and $F_\beta(x)$ is its cumulative distribution function (CDF), and $Re\{t\}$ is the real part of a complex quantity $t$. The function $\Gamma(\cdot, \cdot)$ is the upper-incomplete gamma function, which is defined as $\Gamma(z, x) = \int_{x}^{\infty} t^{z-1} e^{-t} dt$, and $\gamma(z, x) = \int_{0}^{x} t^{z-1} e^{-t} dt$ is the
possible transmit antenna selection per hop, but the considerations of the aforementioned issues can be incorporated into the developed models. Moreover, a quasi-static channel model per hop is adopted, in which the transmit selection based on large-scale fading will be useless. Herein, the gains of transmit antenna selection per hop will be noticeable under TAS based on quasi-static small-fading, which can be feasible outdoors.

It is considered that the primary network contains a number of $L$ PU transmit stations, which are denoted as $(T_1,\ldots,T_L)$, and a number of $N$ PU receive stations, referred to as $(R_1,\ldots,R_N)$, wherein each PU transmit and receive stations are equipped with $N_T$ and $N_P$ number of antennas, respectively. The PU transmit stations can transmit information over the successive time slots of the relays in the secondary network, and hence, they are likely to induce independent interference sources at each receive relay station in the secondary network, wherein each interference source will be observed over the $N_R$ antennas of the relay station. Moreover, a transmit relay station is expected to induce interference at PU receive stations during its transmission time, wherein such interference source will be observed at the $N_P$ antennas of each PU receive station in an independent manner among different PU receive stations. This interference power is linked to the allowed transmit power level at that relay station.

The channel gains on the $S_{k-1} \rightarrow S_k$ relaying hop of the secondary network are denoted by $h_{kij}$, for $i \in \{1,\ldots,N_S\}$ and $j \in \{1,\ldots,N_R\}$. Moreover, the channel gains from the $i$th transmit antenna of the relay node $S_k$ in the secondary network to the $n$th PU receive station are referred to as $g_{kin} = \{g_{kin1},\ldots,g_{kinN_P}\}$ for $i \in \{1,\ldots,N_S\}$ and $n \in \{1,\ldots,N\}$. In addition, the channel gains of interference sources observed from the $L$ PU transmit stations at relay node $S_k$ are referred to as $f_{k\ell q} = \{f_{k\ell q1},\ldots,f_{k\ell qN_P}\}$, for $\ell \in \{1,\ldots,L\}$ and $q \in \{1,\ldots,N_P\}$.

Perfect channel estimation of all associated channel gains are assumed per each hop of the secondary network as well as at PU stations, and they are normalized to have independent and identical distribution (i.i.d) complex-valued Gaussian distributions. However, these assumption can be relaxed, but at the expense of more involved analytical treatments.

III. SIGNAL MODELS AND END-TO-END SINR WITHOUT RECEIVE INTERFERENCE CANCELLATION

Considering the $k$th hop of the secondary network, the relay station $S_k$, receives on its array of size $N_R$, a faded version of the data signal from the transmit relay station $S_{k-1}$, which is corrupted by $L$ faded and independent interference signals from the active $L$ PU transmit stations. Conditioned on the event that the transmit node $S_{k-1}$ uses its $i$th transmit antenna at that time, for $i = 1,2,\ldots,N_S$, the received signal vector at $S_k$ is given by

$$y_{ki} = \sqrt{P_{k-1}\Omega_{k-1}}h_{ki}x_{k-1} + \sqrt{P_{R}\Omega_{R}}\sum_{l=1}^{L}f_{k\ell q}\tilde{x}_{k-1,l} + \mathbf{n}_k$$

where $y_{ki} = [y_{ki1},\ldots,y_{kiN_R}]$ is a $1 \times N_R$ vector of received signals on the $N_R$ receive antennas at $S_k$, $P_{k-1}$ is the transmit

1The consideration of possible transmit correlation among transmit antennas with TAS or receive antennas with MRC can be also incorporated into the analysis, and it will be a topic of future work on the scope of this paper.
power at $S_{k-1}$ node, $x_{k-1}$ is the desired transmitted symbol of normalized power, $P_T$ is the transmit power per PU transmit node, $\hat{x}_{k-1,l,i}$ is the transmitted symbol from the $l$th PU transmit station, $\mathbf{h}_{ki} = [h_{ki1}, \ldots, h_{kiNk}]$ is an $1 \times N_{R}$ vector of channel gains between the $i$th transmit antenna at $S_{k-1}$ and the $N_{R}$ receive antennas at $S_{k}$, $S_{k,l,h}$ is the average fading power on the $l$th hop from $S_{k-1}$ to $S_{k}$. Moreover, the term $f_{klq} = [f_{klq1}, \ldots, f_{klqN_{R}}]$ in the preceding result refers to a $1 \times N_{R}$ vector of the same channel gain (i.e., $f_{klq} = f_{klq}$, for $j = 1, 2, \ldots, N_{R}$) that is associated with the interference source originated by the $l$th PU transmit node equipped with $N_{T}$ antennas and observed at the $S_{k}$ relay receive node, and $\Omega_{k,f}$ is the average fading power of the interference source due to PU transmit station and observed at $S_{k}$. The term $n_{k} = [n_{k1}, \ldots, n_{kN_{R}}]$ is a $1 \times N_{R}$ vector of uncorrelated samples of additive white Gaussian noise (AWGN) at $S_{k}$, where each of which has zero mean and $\sigma^{2}$ average power. The transmitted symbols in primary and secondary networks at any time instant are normalized to have zero-mean and unity variance. The transmission interval per hop is assumed to be equal for all time slots.

To maintain the successful operation of the secondary network with full access to the spectrum resources of the primary network per each hop, it is required that the interference power levels affecting the $N_{P}$ PU receive stations and originated due to each hop transmission in the secondary network must not exceed a predetermined threshold level $I_{P}$. Therefore, to protect the primary network against interference sources from the secondary network, the transmit power per hop in the secondary network can be adjusted following the model in [3], [5], which gives

$$P_{k} = \min \left\{ P_{s}, \frac{I_{P}}{\lambda_{k,g}} \right\}, \quad k = 0, 1, \ldots, K - 1$$

where $I_{P}$ is the maximum allowed interference power per PU receive station and $P_{s}$ is the peak transmit power per transmit relay in the secondary network. Conditioned on the event that the $i$th transmit antenna is used at the transmit relay, say $S_{k}$ node, the vector $g_{kin} = [g_{kin1}, \ldots, g_{kinN_{R}}]$ refers to the same interference channel gain of an average fading power $\Omega_{k,g}$, which is observed at the $i$th PU receive station (i.e., $g_{kin} = g_{kin}$, for $t = 1, 2, \ldots, N_{P}$). Moreover, to account for the maximized effect of interference at PU receive stations due to the transmission by $S_{k}$ node, it is reasonable to adjust the term $\lambda_{k,g}$ in the preceding result as $\lambda_{k,g} = \max_{1 \leq n \leq N} \{ |g_{kin}|^2 \}$, irrespective of the transmit antenna index used in the secondary network per the $k$th hop. This refers to that case that the transmit power at $S_{k}$ is adjusted relative to its maximized interference effect at the $N_{P}$ PU receive stations.

For the AF relying protocol in the secondary network, the $k$th relay $S_{k}$ amplifies its received signal by a gain $A_{k}$ and transmits the amplified signal $z_{k} = A_{k}y_{k}$ in the next time slot. For simplicity, it is considered that the power constraint at the $k$th hop is satisfied when $A_{k} = \sqrt{\frac{P_{s}}{P_{k-1} + \lambda_{k,h} + \sigma^{2}}}$ is applied. Therefore, the end-to-end SINR signal model at the destination with use of AF protocol can be expressed as shown in (3) on the next page. Then, as per the results in [1], the end-to-end SINR of the secondary network can be written as

$$\gamma_{E2E} = \left\{ \prod_{k=1}^{K} \left[ 1 + \frac{1}{\gamma_{k,h}} \right] - 1 \right\}^{-1},$$

$$\leq \min \{ \gamma_{1}, \gamma_{2}, \ldots, \gamma_{K} \}. \quad (4)$$

where $\gamma_{k} \triangleq \min \left( \frac{Q_{p}, Q_{l}}{\lambda_{k,g}, \lambda_{k,h}} \right)$. The result of $\gamma_{k}$ follows from (4) after using the results in (1) and (2), respectively. Herein, $Q_{p} \triangleq P_{r}/\sigma^{2}$ and $Q_{l} \triangleq I_{p}/\sigma^{2}$. In addition, the term $\lambda_{k,h}$ is obtained as follows. The use of the receive MRC at the receive relay $S_{k}$, conditioned on the $i$th transmit antenna of the transmit relay $S_{k-1}$, results in $|h_{k,i}|^{2} = \sum_{j=1}^{N_{R}} |h_{kij}|^{2}$, for $i = 1, 2, \ldots, N_{S}$. Therefore, the MRC gain is observed under the condition that the $N_{R}$ receive antennas at $S_{k}$ are sufficiently spaced to provide uncorrelated copies of the same faded data symbol on its receive array. Then, to extract the benefits of the $N_{S}$ transmit antennas at $S_{k-1}$, the node $S_{k}$ predicts the index of the transmit antenna at $S_{k-1}$ to be used for subsequent transmission, which will maximize the combined fading power $|h_{k,i}|^{2}$. Under perfect TAS, the term $\lambda_{k,h}$ in $\gamma_{k}$ can be then expressed as $\lambda_{k,h} = \max_{1 \leq l \leq N_{S}} \{ |h_{k,i}|^{2} \}$, which refers to the combined desired power per hop in the secondary network. Moreover, the term $\gamma_{k,1}$ in $\gamma_{k}$ refers to the aggregate interference-to-noise ratio (INR) per hop in the secondary network. With the use of receive antennas for MRC, interference sources observed from the $L$ PU transmit stations cannot be mitigated. Therefore, this term can be expressed as $\gamma_{k,1} = \sum_{l=1}^{N_{P}} \gamma_{k,l} f_{klq}^{2}$, where $\gamma_{k,l} \triangleq P_{r} \Omega_{k,f}/\sigma^{2}$ is the average INR per interference source. The PDF of $\gamma_{k,1}$ can be now expressed as

$$f_{\gamma_{k,1}}(x) = \frac{1}{\Gamma(L_{T})} \left( \frac{1}{\gamma_{k,1}} \right)^{L_{T}} x^{L_{T}-1} \exp \left( -\frac{x}{\gamma_{k,1}} \right). \quad (5)$$

where $L_{T} = L N_{P}$. Based on the preceding results, the statistics of $\lambda_{k,g}$ and $\lambda_{k,h}$ can be obtained as follows. The PDF and CDF of $\lambda_{X} = \{ \lambda_{k,h}, \lambda_{k,g} \}$ with $N = \{ N_{S}, L_{P} \}$, $L_{P} = N_{P} N$, $Y = \{ N, N_{R} \}$ and $\Omega_{X} = \{ \Omega_{k,f}, \Omega_{k,g} \}$ are given respectively by [12]

$$F_{\lambda_{X}}(x) = \left( 1 - e^{-\frac{\pi x}{\sqrt{\Omega}}} \sum_{p=1}^{N} \frac{1}{\Gamma(p)} \left( \frac{x}{\Omega} \right)^{p-1} \right)^{N} \quad (6)$$

$$= 1 - \sum_{k_{1}=1}^{N} \left( \frac{N}{k_{1}} \right) (-1)^{k_{1}-1} \Gamma(k_{1} + 1) \sum_{[\mu p] = k_{1}} \mu_{p} \left( \frac{x}{\Omega} \right)^{\lambda_{p}} \exp \left( -\frac{k_{1} x}{\Omega} \right). \quad (7)$$

...
Theorem 1 involves standard functions and a special confluent hypergeometric function. This allows for fast evaluation in popular mathematical software such as Matlab, which provides an efficient means to compute the outage probability analytically, thereby avoiding the need for time-consuming Monte Carlo simulations.

B. Asymptotic Analysis

In this subsection, we derive the outage probability in the asymptotic regime based on which the diversity and coding gains achieved by the system are investigated. We assume herein two practical scenarios: 1) proportional interference power constraint, where the peak interference power is proportional to the maximum transmit power such that $Q_I = \mu Q_P$ as $Q_P \to \infty$, where $\mu$ is a positive constant [8], and 2) fixed interference power constraint, where the peak interference power is fixed and independent of the maximum transmit power as $Q_P \to \infty$ [11].

1) Proportional interference power constraint: This scenario considers that PU receive stations can tolerate high level of interference from SU transmit stations. Hence, we present the following key result.

**Proposition 1:** The asymptotic outage probability of underlay cognitive system with AF multihop relaying and TAS/MRC per hop, under the condition that $Q_I = \mu Q_P$ as $Q_P \to \infty$, is given by

$$P_{out}^{\infty}(\gamma_{th}) \approx \sum_{k=1}^{K} \Psi_k \left( \frac{\gamma_{th}}{Q_P} \right)^{N_S N_R} ,$$

where $\Psi_k$ is given in (12) as shown on the next page, in which $t_1 = N_S N_R + \lambda_l + N$.

**Proof:** See Appendix B.

Based on Proposition 1, we present the following corollaries.

**Corollary 1:** The diversity and coding gains of underlay cognitive system with AF multihop relaying and TAS/MRC per hop, under the condition that $Q_I = \mu Q_P$ as $Q_P \to \infty$, are given respectively by $G_D = N_S N_R$ and

$$G_C = \min_{k=1 \ldots K} \left( \frac{\Psi_k}{\gamma_{th}} \right)^{N_S N_R} .$$

**Proof:** It follows by re-expressing the asymptotic outage probability in Proposition (1) as $P_{out}^{\infty} \approx (G_C Q_P)^{-G_D}$.

**Corollary 2:** The DMT of underlay cognitive system with AF multihop relaying and TAS/MRC per hop, under the condition that $Q_I = \mu Q_P$ as $Q_P \to \infty$, is given by

$$d(\bar{r}) = (1 - 2\bar{r}) N_S N_R .$$

**Proof:** See Appendix A.
diversity order of $N$ with respect to the channel capacity, and $Q$ such scenario, we present the following key result.

From Proposition 1, we observe the intuitive result that, when the normalized spectral efficiency $\hat{\gamma} \rightarrow 0$, the maximum diversity order of $N_S N_R$ is achieved. While for the case when $d(\hat{\gamma}) \rightarrow 0$, the maximum normalized spectral efficiency of $\hat{\gamma}$ can be obtained. This implies that the DMT is entirely dependent on the secondary network, and independent of the primary network.

2) Fixed interference power constraint: This scenario considers $Q_I$ is fixed, and $Q_P$ grows large in the high SNR. For such scenario, we present the following key result.

**Proposition 2:** The asymptotic outage probability of underlay cognitive system with AF multihop relaying and TAS/MRC per hop, under the condition that $Q_I$ is fixed as $Q_P \rightarrow \infty$, is given by

$$P_{\text{out}}(\gamma_{\text{th}}) \approx \Phi_{k,1} \left( \frac{1}{Q_P} \right)^{N_S N_R} + \Phi_{k,2} \left( \frac{1}{Q_P} \right)^{N_S N_R} \left( \frac{1}{\hat{\gamma}_{\text{th}}} \right)^{-N_S N_R},$$

where $\Phi_{k,1}$ and $\Phi_{k,2}$ are given respectively by (16) and (17) on the next page.

**Proof:** It follows the proof of Proposition 1.

**Corollary 3:** The diversity and coding gains of underlay cognitive system with AF multihop relaying and TAS/MRC per hop are given respectively by $G_D = N_S N_R$ and

$$G_C = \min_{k=1 \ldots K} \frac{\Phi_{k,1}^{\frac{1}{\gamma_{\text{th}}}} + (\Phi_{k,1} \mu)^{-\frac{1}{\gamma_{\text{th}}}}}{\gamma_{\text{th}}},$$

where $\hat{\gamma} = \frac{R}{\log_2(1 + Q_P)}$ is the normalized spectral efficiency with respect to the channel capacity, and $R$ is the spectral efficiency in bits/s/Hz.

**Proof:** See Appendix C.

From Proposition 1, we observe the intuitive result that, when the normalized spectral efficiency $\hat{\gamma} \rightarrow 0$, the maximum diversity order of $N_S N_R$ is achieved. While for the case when $d(\hat{\gamma}) \rightarrow 0$, the maximum normalized spectral efficiency of $\hat{\gamma}$ can be obtained. This implies that the DMT is entirely dependent on the secondary network, and independent of the primary network.

**C. Optimal Power Allocation**

This part addresses the optimum power allocation for the end-to-end outage probability of the considered underlay cognitive system with AF multihop relaying and TAS/MRC per hop. In particular, we choose the outage probability of secondary network as our objective function, and formulate an optimization problem by considering total power constraint $P_{\text{tot}} = \sum_{k=1}^{K} P_k$ in the secondary network as well as peak interference power limit. For simplicity, the asymptotic outage probability of the secondary network under proportional interference power constraint is considered. Hence, the objective function of the optimization problem becomes

$$\min \, \sum_{k=1}^{K} \Psi_k \left( \gamma_{\text{th}} \right)^{N_S N_R}$$

subject to

$$\sum_{k=1}^{K} P_k \leq P_{\text{tot}}, \quad P_k \leq P_s, \quad \sum_{k=1}^{K} \lambda_{k,g} P_k \leq I_P.$$

It can be observed that the asymptotic outage probability is convex and the constraints are linear. Therefore, we can solve this as a convex optimization problem as illustrated in the following key result.

**Proposition 3:** The optimal power allocation that minimizes the outage probability of the considered underlay cognitive system with AF multihop relaying and TAS/MRC per hop with proportional interference constraint is given by

$$P_{\text{out}}(\gamma_{\text{th}}) = \sum_{k=1}^{K} \Psi_k \left( \gamma_{\text{th}} \right)^{N_S N_R}$$

subject to

$$\sum_{k=1}^{K} P_k \leq P_{\text{tot}}, \quad P_k \leq P_s, \quad \sum_{k=1}^{K} \lambda_{k,g} P_k \leq I_P,$$

It can be observed that the asymptotic outage probability is convex and the constraints are linear. Therefore, we can solve this as a convex optimization problem as illustrated in the following key result.
\[
\Phi_{k,1} = \left( \frac{1}{\gamma_{k,1}} \right)^{LT} \left( \frac{1}{\Gamma(N_R + 1)} \right)^{N_S N_R} \left( \frac{1}{\Omega_{k,h}} \right)^{N_{zN_R}} U \left( L, N_S N_R + L_T + 1, \frac{1}{\gamma_{k,1}} \right) \mu^{-N_S N_R} F_{\lambda_{k,h}} \left( \frac{Q_I}{Q_P} \right),
\]

\[
\Phi_{k,2} = \left( \frac{1}{\gamma_{k,1}} \right)^{LT} \left( \frac{1}{\Gamma(N_R + 1)} \right)^{N_S N_R} \left( \frac{1}{\Omega_{k,h}} \right)^{N_{zN_R}} U \left( L, N_S N_R + L_T + 1, \frac{1}{\gamma_{k,1}} \right) \times \frac{L_T}{\Gamma(N)} \left( \Omega_{k,g} \right)^{N_{zN_R}} \sum_{k_h=0}^{L_T-1} \left( \frac{L_T-1}{k_h} \right) (1)^{k_h} \Gamma(k_h) \left( \sum_{|\omega|=k_h}^{\gamma_{k,1}} \mu t(k_h+1)^{-1} \Gamma \left( 1, \frac{Q_I}{Q_P} \right) \right).
\]

\[
P_k^* = \begin{cases} \frac{\left( N_S N_R \Psi_h \left( \gamma_{k,1} \right) N_{zN_R} \right)^{1+N_{zN_R}}}{\sum_{k=1}^{K} \left( N_S N_R \Psi_h \left( \gamma_{k,1} \right) N_{zN_R} \right)^{1+N_{zN_R}} \frac{x^{L}}{L}}; & P_{\text{tot}} \leq \sum_{k=1}^{K} \frac{L}{1}, \\ \frac{\left( N_S N_R \Psi_h \left( \gamma_{k,1} \right) N_{zN_R} \right)^{1+N_{zN_R}}}{\sum_{k=1}^{K} \left( N_S N_R \Psi_h \left( \gamma_{k,1} \right) N_{zN_R} \right)^{1+N_{zN_R}} \frac{x^{L}}{L}}; & P_{\text{tot}} > \sum_{k=1}^{K} \frac{L}{1}, \end{cases}
\]  

**Proof:** See Appendix D.

**V. END-TO-END SINR WITH INTERFERENCE CANCELLATION**

This section discusses the underlying cognitive spectrum with AF multihop relaying and using the combination of TAS and receive IC in each relaying hop. Specifically, it is considered that the receive antennas \( N_R \) per hop are not sufficiently spaced to realize diversity gain, and hence, they are used for receive IC. On the other hand, transmit diversity per hop is exploited using TAS. When SU receive antennas are assumed to be closely separated (high correlation), and based on the estimates of DoAs of different received signal components, the SU receive antenna array radiation pattern per hop can be configured in order to reduce the effect of interference from PU transmit stations through a null-starring technique. To this end, the received signal at relay \( S_k \) can be expressed as

\[
y_k = \sqrt{P_{k-1}^{\Omega_{k,h}} S_{k-1}} S_k + \sqrt{P_T^{\Omega_{k,f}} \sum_{l=1}^{L} f_{kl}^T S_{klq} + n_k},
\]

where \( S_k \) is a \( 1 \times N_R \) steering vector in the direction of the desired signal at the \( S_k \), \( S_{klq} \) is a \( 1 \times N_R \) steering vector in the direction of the \( l \)-th PU interference at \( S_k \), \( |h_k| = \max_{1 \leq l \leq N_S} |h_{kl}| \) (following the TAS processing). The received signal \( y_k \) is weighted by the array processing vector \( w_k \) to process interfering signals according to the adopted receive IC algorithm, with the objective to provide a maximum normalized gain of unity in the direction of the desired signal, which results in \( |S_k w^H_k| = 1 \). Following the same treatment in section III, the end-to-end SINR at relay \( S_k \) can be expressed as

\[
\gamma_k = \min \left( \frac{Q_P}{Q_I}, \frac{\lambda_{k,h}}{1+\gamma_{k,l,\text{tot}}} \right),
\]

where \( \lambda_{k,h} = \max_{1 \leq l \leq N_S} |h_{kl}|^2 \) and \( \gamma_{k,l,\text{tot}} = \sum_{l=1}^{L} \tilde{\gamma}_{k,1} |f_{kl}|^2 \). The residual INR, \( |S_k w^H_k|^2 \), implements two different IC algorithms, which are described below. The distributions of \( \lambda_{k,h} \) are given by (8) and (6) but with replacing \( N_R = 1 \). Moreover, the distribution of \( \lambda_{k,g} \) remains the same as (8) and (6). The following subsections describe the two IC algorithms under consideration. More details can be found in [31].

**A. Dominant IC Algorithm**

This dominant receive IC, denoted previously as DRIC, algorithm requires ordering interference signal powers according to their levels, and attempts to eliminate the most dominant set of them through adjusting the weight vector \( w_k \). Therefore, the effect of imprecise ordering of interference powers can have significant impact on the expected outcomes.

Define \( \zeta_k = f_{kl}^T S_k w^H_k \) for \( l = 1, 2, \ldots, L \). Then let \( \left| \zeta_{k,1} \right|^2 < \left| \zeta_{k,2} \right|^2 < \cdots < \left| \zeta_{k,L} \right|^2 \) as the order statistics obtained by arranging \( \left| \zeta_{k,1} \right|^2, \ldots, \left| \zeta_{k,L} \right|^2 \) in an increasing order of magnitude. Assuming that the receive station at relay \( S_k \) attempts to eliminate the most powerful \( N_R - 1 \) (maximum number of interference sources that can be nullled) interference powers using the full-size receive antenna array, the total residual INR becomes \( \gamma_{k,l,\text{tot}} = \gamma_{k,1} \sum_{l=1}^{L} \left| \zeta_{k,l} \right|^2 \). where \( L_A = L_T - (N_R - 1) \). Note that, when receive array is overloaded (i.e., \( L_T > N_R - 1 \)), \( L_A > 0 \) and hence there will be residual impact of interference. On the other hand, when \( L_T \leq N_R - 1 \), \( L_A = 0 \) and relay \( S_k \) can be interference-free. Therefore, \( L_A \) is bounded as \( 0 \leq L_A \leq L_T \).

Considering the impact of outdated order statistics of \( \left| \zeta_{k,1} \right|^2, \ldots, \left| \zeta_{k,L} \right|^2 \), which is reflected through the parameter \( \tau \) being the excess time delay, and according to [24], [27], the distribution of \( \gamma_{k,l,\text{tot}} \) can be expressed as

\[
f_{\gamma_{k,l,\text{tot}}} \left( \gamma_{k,l,\text{tot}} \right) = \frac{1}{\Omega_{k,1}} \left( \begin{array}{c} \frac{L_T}{L} \\ \gamma_{k,1} \end{array} \right) \sum_{g=0}^{L_T-1} (-1) \left( \begin{array}{c} L_T \\ g \end{array} \right) \beta_1(g) \frac{L_T-g}{N_R-1} \exp\left( -\frac{\beta_2(g) \cdot |L_T-g|}{\gamma_{k,1} |L_A-g|} \right); \quad x \geq 0,
\]

where \( \beta_1(g) \) is the number of interference sources that can be nullled by \( L_A \), and \( \beta_2(g) \) is the number of remaining interference sources. Clark’s model suggests that \( \rho_t = \left| J_0(2\pi f_m \tau) \right| \), where \( J_0(x) \) is the Bessel function of the first kind with zero-order, and \( \Delta f_m \) is the maximum Doppler spread, and \( \tau \) is the feedback delay. Note that the best interference cancellation happens when \( \tau = 0 \), whereas the...
order statistics of interference powers becomes useless when $\tau \to +\infty$.

B. Adaptive IC Algorithm

The adaptive receive IC, denoted previously as ARIC, algorithm does not require ordering the interference power levels, and therefore, it is relatively less complex than the previous algorithm. In addition, this ordering may return marginal benefits, particularly when these estimates are outdated or when the number of strong interferers is relatively large. Herein, the adaptive IC adjusts the number of used receive antennas for IC according to the experienced level of interference. Specifically, the possible occasions of low interference effect can be captured and reflected into lowering the receive processing.

The scheme aims to reduce the number of active receive antennas by adaptively activating as many antennas as necessary to have the total residual INR below a specific threshold, $\gamma_{t,T}$. According to [28], distribution of the total residual INR $\gamma_{k,\text{tot}}$ in this case can be expressed as

$$f_{\gamma_{k,\text{tot}}}(x) = \frac{1}{\Gamma(L_A)} \left( \frac{1}{\gamma_{k,1}} \right)^L_A x^{L_A-1} e^{-x/\gamma_{k,1}} U(x - \gamma_{t,T}) + \frac{1}{\Gamma(L_T)} \left( \frac{1}{\gamma_{k,1}} \right)^L_T x^{L_T-1} e^{-x/\gamma_{k,1}} + e^{-x/\gamma_{k,1}}$$

$$\times \sum_{h=2}^{L_R} \frac{L_R}{1} \left( \frac{1}{\Gamma(\ell)} \right)^\ell x^{\ell-1} \left( U(x) - U(x - \gamma_{t,T}) \right),$$

(25)

where $\ell = L_T - (h-1)$. Note that when all receive antennas are active, it implies that $\gamma_{k,\text{tot}}$ is greater than $\gamma_{t,T}$, and hence, its distribution $\gamma_{k,\text{tot}}$ becomes similar to that in (5). On the other hand, when $\gamma_{k,\text{tot}} < \gamma_{t,T}$, the active number of receive antennas becomes variable. Therefore, the distribution $\gamma_{k,\text{tot}}$ is for the effect of the interference powers distributions and the randomness in the number of active receive antennas. The interference-free case with $\gamma_{k,\text{tot}} = 0$ in (24)–(25) can be reached only if $L_T \leq L_R - 1$, and $\gamma_{t,T} \to 0$ in (25), at which $L_A = 0$.

VI. END-TO-END OUTAGE PROBABILITY WITH INTERFERENCE CANCELLATION

This section investigates the outage probability of underlay cognitive MIMO system with AF multihop relaying, and employing TAS/DRIC and TAS/ARIC approaches in the presence of multiple PU interference per hop. Specifically, we obtain new analytical results for the exact and asymptotic end-to-end outage probability of these considered systems.

A. Results With TAS/DRIC

1) Outage Probability: We present a new closed-form outage probability formula for underlay cognitive system with AF multihop relaying and TAS/DRIC per hop in the following result.

Theorem 2: The upper bounded end-to-end SINR $\gamma_{\text{E2E}}$ outage probability of underlay cognitive system with AF multihop relaying and TAS/DRIC per hop is expressed by (9), where $F_{\gamma_k}(\gamma_{\text{th}})$ in this case can be derived with the results shown in (26) on the top of the next page, where $a_1 = \lambda_2 - k$, $\alpha = \left( \frac{2}{\gamma_k(x-\gamma)} + \frac{Q(x)}{Q} \right)$ and $W_{a,b}(\cdot)$ is the Whittaker function [33, 9.220.4].

Proof: It follows footsteps of analysis in Appendix A. ■

Note that Theorem 2 involves standard functions and only a special function, which can be efficiently computed in standard mathematical software packages.

2) Asymptotic Analysis: In this subsection, we derive the asymptotic outage probability results considering both the proportional and the fixed interference constraint scenarios with the use of TAS/DRIC scheme per hop.

a) Proportional interference power constraint: The following key result gives the asymptotic outage probability of the treated case herein.

Proposition 4: The asymptotic outage probability of underlay cognitive system with AF multihop relaying and TAS/DRIC per hop, under the condition that $Q_1 = \mu Q_P$ as $Q_P \to \infty$, is given by

$$P^\infty_{\text{out}}(\gamma_{\text{th}}) \approx \sum_{k=1}^{K} \Xi_k \left( \frac{\gamma_{\text{th}}}{Q_P} \right)^{N_S},$$

(27)

where $\Xi_k$ is given in (28) on the next page.

Proof: By utilizing series expansion of the exponential function and neglecting the higher order terms, it follows that $F_{\gamma_{k,\text{tot}}}(x) \approx (x/\Omega_{k,\text{tot}})^{N_S}$, and then repeating the same procedure adopted in Appendix B, the final result can be obtained. ■

Based on Proposition 4, we present the following Corollaries.

Corollary 4: The diversity and coding gains of underlay cognitive system with AF multihop relaying and TAS/DRIC per hop, under the condition that $Q_1 = \mu Q_P$ as $Q_P \to \infty$, are given respectively by $G_D = N_S$ and

$$G_C = \min_{k=1\ldots K} \frac{\Xi_k}{\gamma_{\text{th}}} \left( \frac{1}{Q_P} \right)^{N_S},$$

(29)

Proof: It follows proof Corollary 1. ■

Corollary 5: The DMT of underlay cognitive system with AF multihop relaying and TAS/DRIC per hop, under the condition that $Q_1 = \mu Q_P$ as $Q_P \to \infty$, is given by $d(\hat{r}) = (1 - 2\hat{r}) N_S$.

Proof: It follows the same footsteps in Appendix C. ■

b) Fixed interference power constraint: For such, we present the following key results.

Proposition 5: The asymptotic outage probability of underlay cognitive system with AF multihop relaying and TAS/ARIC per hop, under the condition that $Q_1$ is fixed as $Q_P \to \infty$, is given by

$$P^\infty_{\text{out}}(\gamma_{\text{th}}) \approx \sum_{k=1}^{K} \left( \Delta_{k,1} \left( \frac{1}{Q_P} \right)^{N_S} + \Delta_{k,2} \left( \frac{1}{Q_1} \right)^{N_S} \right) \gamma_{\text{th}}^{N_S},$$

(30)

where $\Delta_{k,1}$ and $\Delta_{k,2}$ are given respectively by (31) and (32).

Proof: It follows similar proof of Proposition 4. ■
\[
F_{\gamma_k}(\gamma_{\text{th}}) = F_{\lambda_k,g} \left( \frac{Q_I}{Q_P} \right) \left( 1 - \frac{1}{\gamma_{k,1}} \left( \frac{L_T}{L_A} \right) \sum_{g=0}^{L_A-1} \left( \frac{L_A}{g} \right) (-1)^g \beta_1(\rho_I) \left( \frac{L_A - g}{L_T - L_A} \right) \sum_{k=1}^{N_S} \left( \frac{N_S}{k_1} \right)^{-k_1} \right)
\]
\times \exp \left( \frac{-k_1 \gamma_{\text{th}}}{\Omega_{k,h} Q_P} \right) \left( \frac{\beta_2(\rho_I)(L_T - g)}{\gamma_{k,1} L_A} + \frac{k_1 \gamma_{\text{th}}}{\Omega_{k,h} Q_P} \right) - 1
\right) + \left( 1 - F_{\lambda_k,g} \left( \frac{Q_I}{Q_P} \right) \right)
\]
\]
\[
= \frac{L_T}{\Gamma(N)} \sum_{k=1}^{N_S} \left( \frac{N_S}{k_1} \right)^{-k_1} \left( L_A - g \right)^{L_A-1} \exp \left( \alpha \frac{\phi_{Q_I} \Omega_{k,h}}{2 k_1 \gamma_{\text{th}}} \right),
\]

(26)

(28)

\[
\Xi_k = \frac{1}{\gamma_{k,1}} \left( \frac{L_T}{L_A} \right) \sum_{g=0}^{L_A-1} \left( \frac{L_A - g}{N_R - 1} \right) \beta_1(\rho_I) \left( \frac{L_A - g}{N_R - 1} \right) \exp \left( \frac{\beta_2(\rho_I) \cdot (L_T - g)}{\gamma_{k,1} L_A} \right)
\times \left( \frac{\beta_2(\rho_I) \cdot (L_T - g)}{\gamma_{k,1} L_A} \right)^{-N_S-1} \Gamma \left( N_S + 1, \frac{\beta_2(\rho_I) \cdot (L_T - g)}{\gamma_{k,1} L_A} \right)
\times \frac{N_S}{\Gamma(N)} N_S \mu_{-N_S} \sum_{r_p,N} \frac{1}{\psi(r_n)} \left( \Omega_{k,g} \right)^{N_S-1} (r + 1)^{-a_3} \left( \frac{a_3 \left( r + 1 \right) Q_I}{\Omega_{k,g} Q_P} \right)
\times \left( \frac{1}{\Omega_{k,h}} \right)^{N_S}.
\]

(31)

\[
\Delta_{k,1} = \frac{1}{\gamma_{k,1}} \left( \frac{L_T}{L_A} \right) \sum_{g=0}^{L_A-1} \left( -1 \right)^g \frac{L_A}{g} \beta_1(\rho_I) \left( \frac{L_A - g}{N_R - 1} \right) \exp \left( \frac{\beta_2(\rho_I) \cdot (L_T - g)}{\gamma_{k,1} L_A} \right)
\times \left( \frac{\beta_2(\rho_I) \cdot (L_T - g)}{\gamma_{k,1} L_A} \right)^{-N_S-1} \Gamma \left( N_S + 1, \frac{\beta_2(\rho_I) \cdot (L_T - g)}{\gamma_{k,1} L_A} \right)
\times \frac{N_S}{\Gamma(N)} N_S \mu_{-N_S} \sum_{r_p,N} \frac{1}{\psi(r_n)} \left( \Omega_{k,g} \right)^{N_S-1} (r + 1)^{-a_3} \left( \frac{a_3 \left( r + 1 \right) Q_I}{\Omega_{k,g} Q_P} \right)
\times \left( \frac{1}{\Omega_{k,h}} \right)^{N_S}.
\]

(32)

Corollary 6: The diversity and coding gains of underlay cognitive system with AF multihop relaying and TAS/DRIC per hop are given respectively by $G_D = N_S N_T$ and $G_C = \min_{k=1,.,K} \Delta_{k,1}^{\frac{1}{N_S}} + \left( \Delta_{k,1} \mu \right)^{-\frac{1}{N_S}}.$

Proof: Follow similar proof of Corollary 1.

3) Optimal Power allocation: The power allocation of the considered system with the use of TAS/DRIC per hop under proportional interference power constraint is presented in the following Proposition.

Proposition 6: The optimal power allocation that minimizes the outage probability of the considered underlay cognitive system with AF multihop relaying and TAS/DRIC per hop with proportional interference power constraint is given by

\[
P^*_k = \begin{cases} 
\left( \frac{N_S \Xi_k(\gamma_{\text{th}}) N_S}{\sum_{k=0}^{K} \Xi_k(\gamma_{\text{th}}) N_S} \right)^{1+N_S} P_{\text{tot}} & P_{\text{tot}} \leq \sum_{k=1}^{K} \frac{J_k}{\lambda_k} \\
\sum_{k=0}^{K} \Xi_k(\gamma_{\text{th}}) N_S \left( \frac{N_S \Xi_k(\lambda_{k,g} N_S)}{\sum_{k=0}^{K} \Xi_k(\lambda_{k,g} N_S) N_S} \right)^{1+N_S} t_P & P_{\text{tot}} > \sum_{k=1}^{K} \frac{J_k}{\lambda_k} 
\end{cases}
\]

(34)

Proof: It follows proof of Proposition 3.

B. Results with TAS/ARIC

1) Outage Probability: We present a new closed form expression for end-to-end upper bound outage probability of
underlay cognitive system with TAS/ARIC in the following Theorem.

**Theorem 3:** The exact upper bound outage probability of cognitive spectrum sharing with TAS/ARIC in AF multihop relaying network is expressed by (9) where \( F_{\gamma_k} (\gamma_{th}) \) is given by (35) as shown on the top of the next page. where \( \varpi = \frac{Q_{PR}}{Q_{P}} + \frac{1}{\varpi_2} \), \( \varpi_2 = \frac{Q_{PR}}{Q_{V}} \), \( b_1 = -(L_A - g_1 - \mu + k) \), \( b_2 = -(L_T - \mu + k + 1) \), \( b_3 = -(L_T - g_2 - \mu + 2 + k) \), and \( b_4 = -(L_T - h_2 - \mu + 2 + k) \).

**Proof:** See Appendix E.

2) Asymptotic Analysis: In the following we present the asymptotic analysis of Theorem 3.

a) Proportional interference power constraint: For adaptive interference cancellation, we have the following key result.

**Proposition 7:** The asymptotic outage probability of cognitive sharing with TAS/ARIC of AF multihop relaying network is given by

\[
P^\infty_{\text{out}} (\gamma_{th}) \approx \sum_{k=1}^{K} \Theta_k \left( \frac{\gamma_{th}}{Q_{P}} \right)^{N_S},
\]

where \( \Theta_k \) is given in (37) as shown in the top of the next page.

**Proof:** By repeating the same procedure adopted in Appendix A, the final result can be obtained.

Based on Proposition 7, we present the following corollary.

**Corollary 7:** The diversity and coding gains of cognitive sharing with TAS/ARIC of AF multihop relaying network are given respectively by \( G_D = N_S \) and

\[
G_C = \min_{k=1\ldots K} \frac{\Theta_k}{\gamma_{th}}.
\]

**Proof:** Follow similar proof of Corollary 1.

**Corollary 8:** The DMT of cognitive spectrum sharing with TAS/ARIC in AF multihop relaying network is given by \( d (\hat{r}) = (1 - 2 \hat{r}) N_S \).

**Proof:** It follows the same footsteps in Appendix C.

b) Fixed interference power constraint: For this scenario, we present the following key result.

**Proposition 8:** The asymptotic outage probability of cognitive sharing with TAS/ARIC of AF multihop relaying network is given by

\[
P^\infty_{\text{out}} (\gamma_{th}) \approx \sum_{k=1}^{K} \left( \Lambda_{k,1} \left( \frac{1}{Q_{P}} \right)^{N_S} + \Lambda_{k,2} \left( \frac{1}{Q_{I}} \right)^{N_S} \right) \left( \frac{\gamma_{th}}{Q_{P}} \right)^{N_S},
\]

where \( \Lambda_{k,1} \) and \( \Lambda_{k,2} \) are given respectively by (40) and (41).

**Proof:** It follows proof of Proposition 1.

Based on Proposition 8, we present the following corollary.

**Corollary 9:** The diversity and coding gains of cognitive sharing with TAS/ARIC of AF multihop relaying network are given respectively by \( G_D = N_S \) and

\[
G_C = \min_{k=1\ldots K} \left( \Lambda_{k,1} \left( \frac{1}{Q_{P}} \right)^{N_S} + \Lambda_{k,2} \left( \frac{1}{Q_{I}} \right)^{N_S} \right) \frac{N_S}{\gamma_{th}}.
\]

**Proof:** Follow similar proof of Corollary 1.

3) Optimal Power allocation: The power allocation of ARIC scheme is presented in the following Proposition.

**Proposition 9:** The optimal power allocation that minimizes the outage probability of underlay cognitive system with multi-hop AF relaying and TAS/ARIC per hop is derived as

\[
P_k^* = \begin{cases} 
\left( \frac{(N_S \Theta_k (\gamma_{th})^{N_S})^{1+N_S}}{\sum_{k=0}^{K} (N_S \Theta_k (\gamma_{th})^{N_S})^{1+N_S}} \right) P_{tot} & P_{tot} \leq \sum_{k=1}^{K} \frac{I_P}{N_{k,g}} \\
\left( \frac{\sum_{k=0}^{K} (N_S \Theta_k (\lambda_{k,g} \gamma_{th})^{N_S})^{1+N_S} I_P}{\sum_{k=0}^{K} (N_S \Theta_k (\lambda_{k,g} \gamma_{th})^{N_S})^{1+N_S}} \right) P_{tot} & P_{tot} > \sum_{k=1}^{K} \frac{I_P}{N_{k,g}}
\end{cases}
\]

**Proof:** Follow same proof adopted in Appendix C.

According to Theorems (1)-(3), Propositions (1)-(9) and Corollaries (1)-(9), we offer the following remarks to provide insights into TAS/MRC and TAS/IC schemes for underlay cognitive AF multihop system.

**Remark 1:** The maximum diversity outage probability gain of TAS/MRC, TAS/DRIC, and TAS/ARIC are given by \( N_S N_R \), \( N_S \), and \( N_S \), respectively. This shows that, when the receive array antennas per hop are used for diversity, the best performance in the high SNR regime is achieved. While in low SNR (i.e. \( Q_P < 10 \text{ dB} \)), the TAS/DRIC scheme provides the best overall performance which implies that in presence of strong interferers powers, employing receive array antennas for interference cancellation is recommended.

**Remark 2:** The maximum achievable gain is only feasible when the SU transmit power \( Q_P \) is directly proportional to the peak interference temperature \( Q_I \), which is desirable since it is completely independent of the primary network.

**Remark 3:** When \( Q_P \rightarrow \infty \), and the peak interference power \( Q_I \) is fixed, the resultant outage probability becomes saturated, and hence the achievable diversity order of the system can not be guaranteed which leads to zero diversity gain.

**Remark 4:** The DMTs of TAS/MRC, TAS/DRIC, and TAS/ARIC schemes are entirely dependent on the secondary network, and independent of the primary network.

**Remark 5:** From the results we have shown that TAS/DRIC and TAS/ARIC schemes achieve the same diversity gains which indicates that the tradeoff between the scenarios is solely characterized by their respective coding gains. Thus, we characterize the SNR gap between the two schemes as a simple ratio of their respective coding gain as

\[
\Delta_{G_{ab}} = \frac{G_{C}^{\text{TAS/DRIC}}}{G_{C}^{\text{TAS/ARIC}}} = \min_{k=1\ldots K} \frac{\Xi_k}{\Theta_k}
\]

This indicates that, for the same outage probability, the performance of TAS/DRIC scheme outperforms the TAS/ARIC scheme by SNR gap \( 10 \log_{10} \Delta_{G_{ab}} \).

**VII. Simulation Results**

In this section, we present Monte Carlo simulation results to validate our analytical expressions derived in the previous sections and give a detailed investigation on the impact of the number of antennas, the number of hops, and interference outage constraints on the outage performance of cognitive multihop relaying systems.
\[ F_{\gamma_k}(\gamma_{th}) = \sum_{k_1=0}^{N_S} \binom{N_S}{k_1} (-1)^{k_1} \exp \left(-\frac{\gamma_{th}}{\Omega_{k,h} Q_P} \right) \left[ \frac{1}{\Gamma(L_A)} \left( \frac{1}{\gamma_{k,1}} \right)^{L_A} (L_A + j, \gamma_{L_\tau} \frac{\gamma_{th}}{\gamma_{L_\tau}}) \right] \]

\[ \times \left[ \frac{1}{\Gamma(L)} \left( \frac{1}{\gamma_{k,1}} \right)^{L} (L + j, \gamma_{L_\tau} \frac{\gamma_{th}}{\gamma_{L_\tau}}) + \frac{1}{\Gamma(L-T-h)} \right] \gamma (L_T-h+1, \gamma_{L_\tau} \frac{\gamma_{th}}{\gamma_{L_\tau}}) \]

\[ \times \left[ \frac{1}{\Gamma(N) \Omega_{k,g}} \sum_{k_1=0}^{N_S} \binom{N_S}{k_1} (-1)^{k_1} \sum_{k_3=0}^{L_T-1} \binom{L_T-1}{k_3} (\gamma_{L_\tau} \frac{\gamma_{th}}{\gamma_{L_\tau}})^{k_3} \cdot \frac{1}{\Gamma(L_\tau)} \left( \gamma_{L_\tau} \frac{\gamma_{th}}{\gamma_{L_\tau}} \right)^{k_3} \Gamma(k_3+1) \sum_{[\epsilon_l]=k_3} \mu_l \right] \]

\[ \Theta_k = \sum_{j=0}^{N_S} \binom{N_S}{j} \left[ \frac{\gamma_{j,k,1}}{\Gamma(L_A)} \Gamma \left(L_A + j, \gamma_{L_\tau} \frac{\gamma_{th}}{\gamma_{L_\tau}} \right) + \frac{\gamma_{j,k,1}}{\Gamma(L)} \gamma \left(L + j, \gamma_{L_\tau} \frac{\gamma_{th}}{\gamma_{L_\tau}} \right) + e^{-\gamma_{L_\tau} \frac{\gamma_{th}}{\gamma_{L_\tau}} \sum_{h=2}^{N_R} \binom{1}{\gamma_{k,1}} \frac{b_h}{(b_6) \Gamma(b_5)} \gamma_{L_\tau}^{b_h} \right] \]

\[ Q_P^{N_S} F_{\gamma_{k,g}}(\mu) + \frac{\Omega_{k,g}}{Q_I} \sum_{k_3=0}^{L_T-1} \binom{L_T-1}{k_3} (\gamma_{L_\tau} \frac{\gamma_{th}}{\gamma_{L_\tau}})^{k_3} \Gamma(k_3+1) \sum_{[\epsilon_l]=k_3} \mu_l \left( N_S + \lambda + N \times \frac{Q_{I(k_3+1)}}{Q_{I(k_3+1)}} \right) \]

\[ \Lambda_{k,1} = \sum_{j=0}^{N_S} \binom{N_S}{j} \left[ \frac{\gamma_{j,k,1}}{\Gamma(L_A)} \Gamma \left(L_A + j, \gamma_{L_\tau} \frac{\gamma_{th}}{\gamma_{L_\tau}} \right) + \frac{\gamma_{j,k,1}}{\Gamma(L)} \gamma \left(L + j, \gamma_{L_\tau} \frac{\gamma_{th}}{\gamma_{L_\tau}} \right) + e^{-\gamma_{L_\tau} \frac{\gamma_{th}}{\gamma_{L_\tau}} \sum_{h=2}^{N_R} \binom{1}{\gamma_{k,1}} \frac{b_h}{(b_6) \Gamma(b_5)} \gamma_{L_\tau}^{b_h} \right] \]

\[ \Lambda_{k,2} = \sum_{j=0}^{N_S} \binom{N_S}{j} \left[ \frac{\gamma_{j,k,1}}{\Gamma(L_A)} \Gamma \left(L_A + j, \gamma_{L_\tau} \frac{\gamma_{th}}{\gamma_{L_\tau}} \right) + \frac{\gamma_{j,k,1}}{\Gamma(L)} \gamma \left(L + j, \gamma_{L_\tau} \frac{\gamma_{th}}{\gamma_{L_\tau}} \right) + e^{-\gamma_{L_\tau} \frac{\gamma_{th}}{\gamma_{L_\tau}} \sum_{h=2}^{N_R} \binom{1}{\gamma_{k,1}} \frac{b_h}{(b_6) \Gamma(b_5)} \gamma_{L_\tau}^{b_h} \right] \]

\[ \Omega_{k,g}^{N_S} \sum_{k_3=0}^{L_T-1} \binom{L_T-1}{k_3} (\gamma_{L_\tau} \frac{\gamma_{th}}{\gamma_{L_\tau}})^{k_3} \Gamma(k_3+1) \sum_{[\epsilon_l]=k_3} \mu_l \left( N_S + \lambda + N \times \frac{Q_{I(k_3+1)}}{Q_{I(k_3+1)}} \right) \]

Fig. 2 plots the outage probability of TAS/MRC scheme for different transmit antenna $N_S = \{1, 2, 3\}$ and outage threshold $\gamma_{th} = \{-5, 2\}$ dB when $Q_P = \mu Q_I$. For SU network, we assume a co-linear network where all hoppers are located on a straight line. In particular, we assume that the cognitive multihop network takes place over $K = 3$. For the PU network, we assume the primary transmitters and receivers are set to $L = 5$ and $N = 3$, respectively. In addition, the interference from the primary transmitters is set as $\gamma_{k,1} = 3$ dB. As shown in the figure, when $N_S$ increases from 1 to 3, the outage probability decreases. This is quite expected since increasing $N_S$ always translates into a higher diversity order. Most importantly, it can be observed that the analytical results are in exact agreement with Monte-Carlo simulation results, and asymptotic results are sufficiently tight in the high SNR. The same figure shows the impact of outage threshold on the outage performance. As expected, increasing the outage threshold decreases the outage performance.
multihop relaying system when $Q_P = Q_I$, and $N_R = \{3, 4\}$. As can be readily observed, for all three scenarios, the proposed TAS/MRC scheme outperforms TAS/DRIC and TAS/ARIC in the high SNR regime. Interestingly, in the low SNR regime, TAS/MRC and TAS/ARIC achieve similar outage performance while TAS/DRIC performs the best. This shows that TAS/DRIC and TAS/ARIC schemes can be good candidates for cancelling the effects of the dominant interfering powers and hence improve the end-to-end performance in the low SNR. It can be further noticed that TAS/DRIC outperforms TAS/ARIC scheme but the later has low processing complexity and power consumption which is achieved by adaptively activates receive antennas to have the residual total instantaneous power within a tolerable range $\gamma_{k,T}$.

In Fig. 4, we consider the scenario where $Q_P$ is independent of $Q_I$ to see its impact on the outage performance of the proposed TAS/MRC, TAS/DRIC, and TAS/ARIC schemes when $K = 3$, $\gamma_{th} = 0$ dB, and $Q_I = 20$ dB. From the shown figure, it can be observed that the outage probability of the considered system becomes saturated as a result of the fixed interference temperature constraint. It is important to observe that the outage error floor and outage performance can be improved by adopting more transmits antenna per hop to achieve high diversity gain, and more receive antennas to cancel most of dominant interfering powers. As it can be noticed that the outage performance of TAS/IC schemes under fixed interference power constraint $Q_I$ is more affected compared to the TAS/MRC scheme in high SNR.

Next, in Fig. 5 and 6, we consider the effect of increasing number PU transmitters and hops, respectively when $Q_P = Q_I$, $\gamma_{th} = 0$ dB, and $\gamma_{k,1} = 3$ dB on the outage performance. We can notice from the previous analysis, and based on the results in corollaries that the diversity gains for all schemes are independent of the number of hops and PU transmitters, however, they only affect the coding gains by shifting the curves. Therefore, from the obtained results in both figures, we notice that increasing the number of hops $1 \rightarrow 3$ and number of PU transmitters $2 \rightarrow 4$ decreases the outage performance by shifting the curves to the right while the slopes of the curves remain the same.

Fig. 7 shows the outage performance of the proposed TAS/DRIC scheme with different system set-up when $Q_I = Q_P$. It is observed that the analytical results are in exact agreement with Monte-Carlo simulation results, and asymptotic results are sufficiently tight in the high SNR. Since the receive antennas $N_R$ is employed to provide interference cancellation, it can be observed when the receive antennas increases, more dominant interferences are cancelled, and hence system performance improvement appears. In addition, the results illustrate the impact of $\rho_I$ on the outage performance i.e., when $\rho_I = 1$, it corresponds to perfect interference reduction/cancellation, and when $\rho_I = 0$, it indicates that the interference cancellation of the interfering signals is made randomly. In particular, it can be shown that the imperfect ranking of interferers signals which is quantified through the reduction of the value of $\rho_I$, the outage performance deteriorates, and the positive impact of interference cancellation on the outage performance reduces. A close look at the outage performance reduction, we observe that the gap difference between $\rho_I = 1$ and $\rho_I = 0.5$ is almost 3 dB, this indicates how much the performance is degraded due to imperfect ranking of the interference caused by the PU transmitters.

Fig. 8 plots the exact of and asymptotic outage probability of the secondary network with ARIC. From the shown figure, it can be observed that the outage probability of the considered system becomes saturated as a result of the fixed interference temperature constraint. It is important to observe that the outage error floor and outage performance can be improved by adopting more transmit antennas per hop to achieve high diversity gain, and more receive antennas to cancel more interference. It can be shown that increasing number of hops and the number of PUs receivers degrade the end-to-end performance.

Fig. 9 depicts the outage probability of the secondary network with ARIC versus $\gamma_{I,T}$ for different SU $N_R$ receive antennas and $Q_I = \{20, 30\}$ dB. The outage probability of the secondary network performance is shown at which the complete co-channel interference imposed by PUs transmitters is achieved. The result for full size arbitrary cancellation and no cancellation can be deduced as limiting cases when $\gamma_{I,T} = \infty$ and $\gamma_{I,T} = 0$, respectively. It can be observed that when $\gamma_{I,T}$ increases more interference can be cancelled and hence the system performance is enhanced.

VIII. Conclusion

This paper has provided a comprehensive analysis of the impact of interference imposed by multiple PUs on cognitive underlay networks with multihop AF relaying and considering various MIMO techniques per hop. In the adopted secondary network, we have proposed two different transmission schemes including TAS/MRC and TAS/IC (i.e., TAS/DRIC, TAS/ARIC) in order to provide diversity, and to cancel the strongest interference powers, respectively. In doing so, we have derived the exact and asymptotic outage expressions, which provide an efficient means to evaluate the impact of the number of PU transmitter and receivers, antenna array sizes at SU network, the number of hops, interference outage constrains,
Fig. 3. The outage probability of cognitive MIMO multihop in spectrum sharing with TAS/MRC, TAS/DRIC, and TAS/ARIC when \( Q_P = Q_I \).

Fig. 4. The outage probability of cognitive MIMO multihop in spectrum sharing with TAS/MRC, TAS/DRIC, and TAS/ARIC when \( Q_I \) is fixed.

Fig. 5. The outage probability of cognitive MIMO multihop in spectrum sharing with TAS/MRC, TAS/DRIC, and TAS/ARIC when \( Q_P = Q_I \) and \( N \) is varied.

Fig. 6. The outage probability of cognitive MIMO multihop in spectrum sharing with TAS/MRC, TAS/DRIC, and TAS/ARIC when \( Q_P = Q_I \) and number of hops is varied.

Fig. 7. The outage probability of cognitive MIMO multihop in spectrum sharing with dominant interference reduction when \( Q_P = Q_I \), and \( \bar{\gamma}_{k,1} = 3 \) dB.

Fig. 8. The outage probability of cognitive MIMO multihop in spectrum sharing with ARIC when \( \bar{\gamma}_{k,T} = 3 \) dB, \( Q_I \) is fixed and varied \( Q_I = Q_P \).
and interference cancellation schemes on the outage performance of the considered systems. Based on the new results, important insights are revealed into the relation between the maximum SU transmit power $Q_I$, and the peak interference temperature $Q_I$. When $Q_I$ is proportional to $Q_P$, TAS/MRC achieves a diversity of $N_S/N_R$ gain, and both TAS/IC cancellation schemes attain $N_S$ gain which as a result shows that TAS/MRC outperforms TAS/IC schemes in the high SNR. While TAS/DRIC achieves better performance in the low SNR.

Starting with the inner integral $\mathcal{I}_3$, by performing appropriate substitution of $\lambda_{k,g}$ into (48), and averaging over the distribution of $\lambda_{k,g}$, it gives (49) as shown on the top of the next page, where the integral can be obtained in closed-form expression with the help of [33, 3.351.3] as shown in (49). Then by inserting (50) into $\mathcal{I}_2$, performing the averaging over the distribution $\gamma_{k,t}$, and then after careful mathematical manipulations with the use of the identity in [33, 3.471.7], the final result for $\mathcal{I}_2$ can be obtained.

B. Proof of Proposition 1

By utilizing the Maclaurin series expansion of the exponential function and neglecting the higher order function, the CDF of $\lambda_{k,h}$ can be approximated by

$$F_{\lambda_{k,h}}(x) \approx \left( \frac{x}{\Omega_{k,h}} \right)^{N_R} \frac{N_S}{(N_R + 1)}$$  (51)

By inserting the approximated CDF of $\lambda_{k,h}$ in (51) into (46) and (48), then the terms $\mathcal{I}_1$ and $\mathcal{I}_2$ can be given respectively by

$$\mathcal{I}_1 = F_{\lambda_{k,g}} \left( \frac{Q_I}{Q_P} \right) \frac{Q_{I \lambda_{k,h}}}{(\lambda_{k,h} + 1)} \frac{Q_{I \lambda_{k,g}}}{\lambda_{k,g}} f_{\gamma_{k,t}}(z) dz$$  (52)

and

$$\mathcal{I}_2 = \frac{N_S}{\Gamma(N_R + 1)} \left( \int_0^\infty (z + 1)^{N_S} f_{\gamma_{k,t}}(z) dz \right) \left( \int_0^\infty y^{N_S} f_{\lambda_{k,g}}(y) dy \right)$$  (53)

By performing some mathematical manipulations, and with the help of [33, 3.351.3] and [33, 3.471.7], the final asymptotic expression in Proposition in (1) is obtained.
\[ I_3 = 1 - \frac{L}{\Gamma(N)\Omega_{k,g}} \sum_{k=1}^{N_S} \left( \frac{N_S}{k_1} \right) (-1)^{k_1-1} \Gamma(k_1 + 1) \sum_{|c_p|=k_1} \mu_p \sum_{k_3=0}^{L-1} \left( \begin{array}{c} L-1 \\ k_3 \end{array} \right) (-1)^{k_3} \Gamma(k_3 + 1) \]

\[ \times \sum_{|c_1|=k_3} \mu_1 \left( \frac{1}{\Omega_{k,g}} \right) ^{\lambda_1+N-1} \left( \frac{\gamma_{th}(1+z)}{\Omega_{k,h} Q_t} \right) \int_{Q_t}^{\infty} y^\lambda_p e^{-y^\frac{Q_t}{Q_P}} dy \left(y-\exp\left(-\frac{\gamma_{th}(1+\gamma_I)k_1}{\Omega_{k,h} Q_t} + (k_3 + 1) \right) \right) \gamma_f \exp\left(-\frac{Q_I k_1}{Q_P} \right) \gamma_f e^{-\frac{Q_I k_1}{Q_P}} \left(1 + \frac{k_1}{\phi} \right)^{-(\mu-k)} \]  

\[ = 1 - \frac{L}{\Gamma(N)\Omega_{k,g}} \sum_{k=1}^{N_S} \left( \frac{N_S}{k_1} \right) (-1)^{k_1-1} \Gamma(k_1 + 1) \sum_{|c_p|=k_1} \mu_p \sum_{k_3=0}^{L-1} \left( \begin{array}{c} L-1 \\ k_3 \end{array} \right) (-1)^{k_3} \Gamma(k_3 + 1) \]

\[ \times \sum_{|c_1|=k_3} \mu_1 \left( \frac{1}{\Omega_{k,g}} \right) ^{\lambda_1+N-1} \theta^\lambda_p e^{-\frac{Q_I}{Q_P} \theta} \sum_{k=0}^{\mu-1} \binom{L}{k} \frac{1}{\phi} \sum_{\zeta=0}^{\lambda_p} \left( \frac{\lambda_p}{\zeta} \right) \gamma_f \exp\left(-\frac{Q_I k_1}{Q_P} \right) \gamma_f e^{-\frac{Q_I k_1}{Q_P}} \left(1 + \frac{k_1}{\phi} \right)^{-(\mu-k)} \]  

C. Proof of Corollary (2)

The DMT can be evaluated according to [25]

\[ d(\hat{r}) = \lim_{Q_P \to \infty} -\log P_{\text{out}}(\hat{r}, Q_P) \log Q_P. \]  

where \( \hat{r} = R_2/\log (1 + Q_P) \) is the normalized spectral efficiency with respect to the channel capacity, and \( R_2 = 1/\log (1 + \gamma_{th}) \) is the spectral efficiency in bits/s/Hz with pre-log factor due to the \( K-1 \) number of hops. Then, invoking the asymptotic outage approximation given in Proposition 1, we have

\[ d(\hat{r}) = N_S N_R \]

\[ \times \left[ 1 - \lim_{Q_P \to \infty} \log \left( \frac{(1 + Q_P)^{2\hat{r}} - 1}{\log Q_P} \right) \right]. \]  

To this end, applying the L’Hospital’s rule yields the desired result in Corollary (2).

D. Proof of Proposition (3)

Based on the optimization problem in (19), the Lagrange cost function can be written as

\[ L(P_k, \phi, \beta) = \sum_{k=1}^{K} \frac{\gamma_{th}}{Q_P} P_k N_S N_R \]

\[ + \phi \left( \sum_{k=1}^{K} P_k - P_{\text{tot}} \right) \]

\[ + \beta \left( \sum_{k=1}^{K} \lambda_{k,g} P_k - I_P \right) \]  

where \( \phi \) and \( \beta \) are the lagrange parameters. Upon setting the derivatives of \( \phi \) with respect to \( P_k \), \( \phi \) and \( \beta \) to zero, we get

\[ \frac{\partial L}{\partial P_k} = -N_S N_R \Psi_k \left( \frac{\gamma_{th}}{Q_P} \right) + \phi \left( \sum_{k=1}^{K} P_k - P_{\text{tot}} \right) \]

\[ + \beta \left( \sum_{k=1}^{K} \lambda_{k,g} P_k - I_P \right) \]  

for \( k = 1 \ldots K \),

\[ \frac{\partial L}{\partial \phi} = \sum_{k=1}^{K} P_k - P_{\text{tot}} = 0, \]

\[ \frac{\partial L}{\partial \beta} = \sum_{k=1}^{K} \lambda_{k,g} P_k - I_P = 0. \]  

Now, by solving the set of \( k + 2 \) equations simultaneously, we reach the final result in Proposition 3.

E. Proof of Theorem 3

To evaluate the end-to-end SINR \( \gamma_k \), we need to evaluate \( I_1 \) and \( I_2 \) in (46) and (48), respectively. Therefore, the integral term \( I_1 \) can be expressed as

\[ I_1 = F_{\lambda_{k,g}} \left( \frac{Q_I}{Q_P} \right) \int_{Q_I}^{\infty} F_{\lambda_{k,h}} \left( \frac{\gamma_{th}(z+1)}{Q_P} \right) f_z^\gamma_{k,1,tot}(z) dz \]

\[ + \int_{0}^{\gamma_{th}} F_{\lambda_{k,h}} \left( \frac{\gamma_{th}(z+1)}{Q_P} \right) f_z^{\gamma_{k,1,tot}(z)} dz \]  

where \( f_z^{\gamma_{k,1,tot}(z)} \) and \( f_z^{\gamma_{k,1,tot}(z)} \) are given respectively by

\[ f_z^{\gamma_{k,1,tot}(z)} = \frac{1}{\Gamma(L)} \left( \frac{1}{\gamma_{k,1}} \right)^L z^{L-1} e^{-z/\gamma_{k,1}}, \]

and

\[ f_z^{\gamma_{k,1,tot}(z)} = \frac{1}{\Gamma(L)} \left( \frac{1}{\gamma_{k,1}} \right)^L z^{L-1} e^{-z/\gamma_{k,1}} \]

\[ + e^{-\gamma_{th}/\gamma_{k,1}} \sum_{h=2}^{L} \frac{\left( \frac{1}{\gamma_{k,1}} \right)^h}{\Gamma(h)} z^{h-1}. \]

With the appropriate substitution of the distributions of \( \lambda_{k,g} \) and \( \gamma_{k,1,tot} \) into (46) , and with the help of [33, 381.1] and [33, 381.2], the first and the second integrals can be evaluated in closed-from expressions, respectively. After evaluating \( I_1 \), we turn our attention to \( I_2 \), it gives

\[ I_2 = \int_{0}^{\gamma_{th}} \left( \int_{0}^{\infty} F_{\lambda_{k,h}} \left( \frac{\gamma_{th}(z+1)}{Q_I} \right) f_{\lambda_{k,g}}(y) dy \right) f_{\gamma_{k,1,tot}(z)} dz \]  

Starting with the inner integral, by performing appropriate substitution of \( \gamma_{k,1} \) into (61), and averaging over the distribution of \( \lambda_{k,g} \), the inner integral i.e., \( I_3 \) integral can be evaluated in
closed-form with the help of \[33, 3.351.3\] as

\[ I_3 = \frac{L}{\Gamma(N)\Omega_{k,g}} \sum_{k=0}^{N} \left( \frac{NS}{k_1} \right) (-1)^{k_1} \frac{(L-1)}{k_3} \frac{\Gamma(k_3+1)}{\Gamma(k_3)} \sum_{k=0}^{\mu_2-1} \frac{\Gamma(\mu_2)}{\Gamma(k+1)} \exp\left(-\frac{Q_{1t}}{Q_{P}} \phi \right) \left( \frac{1}{\xi_k} \right) \left( k_1 - k \right) \gamma_{k,l,\text{tot}}(z) \]

Then the outer integral can be solved by averaging over the distribution \( \gamma_{k,1,\text{tot}} \) as

\[ I_2 = \frac{L}{\Gamma(N)\Omega_{k,g}} \sum_{k=0}^{N} \left( \frac{NS}{k_1} \right) (-1)^{k_1} \frac{(L-1)}{k_3} \frac{\Gamma(k_3+1)}{\Gamma(k_3)} \sum_{k=0}^{\mu_2-1} \frac{\Gamma(\mu_2)}{\Gamma(k+1)} \exp\left(-\frac{Q_{1t}}{Q_{P}} \phi \right) \left( \frac{1}{\xi_k} \right) \left( k_1 - k \right) \gamma_{k,l,\text{tot}}(z) \]

To evaluate the above integrals, we perform change of variable \( u = \frac{1}{\xi_k} \left( k_1 - k \right) \) and applying formula \[33, 3.471.7\], the final solution of \( I_2 \) is obtained. To this end, after evaluating \( I_1 \) and \( I_2 \), the desired results for Theorem \(3 \) derived.
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