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We present a detailed study of the conduction properties of a molecular wire where hopping processes between electronic sites are coupled to a vibrational mode of the molecule. The latter is sandwiched between two electronic leads [1]. It was originally conceived as an alternative platform to silicon electronics but it has matured lately as a rich and promising field of research beyond its initial scope [2, 3]. Numerous theoretical works have been dedicated to enlighten the behavior of such metal-molecule-metal junction depending on the microscopic description of the molecule. Most of them have focused on models including solely connected electronic sites for building devices such as current rectifiers [4] or thermal transistors [5] for example. Rich features were predicted such as stochastic pumps [6, 7] or laser-induced phase-controllable transport [8] to mention only some recent results. Based on the rich nature of the molecule under study, more recently an additional ingredient was added to the microscopic description of these devices: the coupling of the conduction mechanism to the vibrational degrees of freedom of the molecule, which is expected to play a crucial role on the transport properties of these systems [9, 10]. This configuration was first considered in order to cool (through side-band cooling) the mechanical/vibrational degree of freedom of the molecule [11, 12]. The study of the impact of this coupling on transport was also considered, showing negative differential conductance [13–16] or other vibration-assisted transport phenomena [17–21]. However, this extended literature on the subject is only, to our knowledge, based on Anderson-Holstein-like models.

Molecular electronics was initially dedicated to the study of transport properties of molecules sandwiched between electronic leads [1]. It was originally conceived as an alternative platform to silicon electronics but it has matured lately as a rich and promising field of research beyond its initial scope [2, 3]. Numerous theoretical works have been dedicated to enlighten the behavior of such metal-molecule-metal junction depending on the microscopic description of the molecule. Most of them have focused on models including solely connected electronic sites for building devices such as current rectifiers [4] or thermal transistors [5] for example. Rich features were predicted such as stochastic pumps [6, 7] or laser-induced phase-controllable transport [8] to mention only some recent results. Based on the rich nature of the molecule under study, more recently an additional ingredient was added to the microscopic description of these devices: the coupling of the conduction mechanism to the vibrational degrees of freedom of the molecule, which is expected to play a crucial role on the transport properties of these systems [9, 10]. This configuration was first considered in order to cool (through side-band cooling) the mechanical/vibrational degree of freedom of the molecule [11, 12]. The study of the impact of this coupling on transport was also considered, showing negative differential conductance [13–16] or other vibration-assisted transport phenomena [17–21]. However, this extended literature on the subject is only, to our knowledge, based on Anderson-Holstein-like models.

The Anderson-Holstein model consists of electronic sites sandwiched between two electronic leads while the vibrational mode is coupled to an electronic eigenstate, raising or lowering its energy depending on the vibrational state [22]. In this paper we consider a system where the molecular vibration is not coupled to an electronic eigenstate but to the hopping mechanism taking place between two microscopic electronic sites. Consequently, as it will be detailed, by controlling the vibration properties of the molecule, we can tune the flux of electrons passing through the device. This allows for an enhancement of the conduction even when no voltage bias is applied between the electronic leads. Moreover, the process that we highlight makes possible a switching mechanism in which the flowing current is deterministically turned on and off.

The remainder of this paper is organized as follows: Sec. I introduces the system and the working conditions considered throughout our work. In Sec. IA, we adiabatically eliminate the vibrational degree of freedom to end up with an effective dynamics for the conducting part of the system. This analysis is then complemented by tracing out the degrees of freedom of the leads (Sec. IB). Sec. II is dedicated to the dynamics and related exchange statistics with the electronic leads. We detail the unraveling approach used to access the statistics of exchange taking place between the system and one of the electronic leads. We then pass to a systematic study of the mean current flowing through the device as a function of the electronic-lead configuration. For such a study, we focus on the low-temperature regime. We then switch to the study of more realistic conditions. We illustrate the conduction enhancement and demonstrate the transistor regime (Sec. III). In Sec. IV we summarise our results and comment on possible directions along which our study can be furthered.

I. DESCRIPTION OF THE PHYSICAL SYSTEM

As illustrated in Fig. 1, the system being considered consists of two coupled parts: (i) an electronic wire and (ii) a vibrational mode. Here, we first focus on the Hamiltonian part of the dynamics of each subsystem and their coupling. Our model aims at capturing the salient features of the energy of a molecular wire. Such system consists of a three-modular molecular junction encompassing a left (L), right (R) and central (C) region. The L and R part of the junction are connected, through leads, to an external potential, thus putting the junction out of equilibrium and allowing for the circulation of an electronic current. We neglect any fluctuation of the electronic site energies. The conductance of the junction depends on the conformation of the molecule itself: by putting part C out of the plane containing
both \( L \) and \( R \) (which we assume to be coplanar), the resistance offered by the junction to the current can be varied in light of the modifications induced to the overlap of the electronic wave-functions that is responsible for the conduction.

In what follows, we will focus on the case of small fluctuations around an otherwise stable molecular conformation (i.e. a stable relative angle between the central and peripheral parts of the molecular junction). The relative angle between the in-plane and out-of-plane parts of the junction would thus oscillate around the macroscopically stable configuration, such oscillations being treated quantum mechanically. A minimal model that is able to capture the essential conformational influences over electric conductance is as follows. We consider two single-occupation sites whose energy is given by the on-site Hamiltonian

\[
\hat{H}_w = \epsilon_L \hat{s}_L^\dagger \hat{s}_L + \epsilon_R \hat{s}_R^\dagger \hat{s}_R,
\]

where we have neglected the Coulomb interaction and have assumed units such that \( \hbar = 1 \). In Eq. (1) \( \hat{s}_{L/R} \) is the annihilation (creation) operator of an electron occupying the left \( (L) \) and right \( (R) \) site. For simplicity we restrict ourself to \( \epsilon_R - \epsilon_L = \Delta > 0 \). We have assumed that the electrons do not hop directly between sites, an assumption invoked only to simplify our approach but that does not affect the phenomenology that will be illustrated here. Our model also includes a vibrational mode, which is described under harmonic approximation as

\[
\hat{H}_v = \omega_v \left( \hat{a}^\dagger \hat{a} + \frac{1}{2} \right) + \sqrt{2} F \hat{x}.
\]

Here, \( \omega_v \) is the vibrational frequency, \( \hat{a} \) (\( \hat{a}^\dagger \)) is the mode annihilation (creation) operator, and \( \hat{x} = (\hat{a} + \hat{a}^\dagger) / \sqrt{2} \) is the associated position-like operator. We consider the case of a harmonic oscillator driven by a constant force of strength \( F \), which may be applied on the molecule via a scanning tunnelling microscope (STM) cantilever, inducing a shift in the equilibrium position of the vibrational mode. Electronic and vibrational subsystems are coupled according to the model

\[
\hat{H}_{w,v} = \Omega(\hat{x}) (\hat{s}_R^\dagger \hat{s}_L + \hat{s}_L^\dagger \hat{s}_R).
\]

Eq. (3) describes phonon-assisted inter-site hopping at a rate \( \Omega(\hat{x}) \), which in turn depends on the position of the oscillator, i.e. the molecular conformation. The minimal scenario corresponding to the coupling in Eq. (3) can be realized by three \( \pi \)-orbitals in the edge of a triangle. Two orbitals with identical polarisation direction play the role of the electronic sites \( L \) and \( R \) respectively. The third one, inversely polarised, moves normally to the direction \( L - R \) and plays the role of the vibrational mode. Through this motion, the third orbital will get closer/further from the conducting electrostatic cloud formed by the co-polarised orbital \( L \) and \( R \). This will reduce or increase their overlap and, as a consequence, suppress or enhance the conduction. The total Hamiltonian of the system is thus

\[
\hat{H} = \hat{H}_w + \hat{H}_{w,v} + \hat{H}_v.
\]

The assumption of small oscillations around a stable configuration justifies a series expansion of the hopping rate as \( \Omega(\hat{x}) \approx \Omega_0 + \hat{\Omega} \hat{x} \). This gives rise to a standard hopping mechanism connecting the two sites being considered, and a phonon-assisted one, occurring at rate \( \Omega_1 \), that depends explicitly on \( \hat{x} \).

### A. Vibrational mode damping and adiabatically eliminated model

Thermal excitations might induce oscillations around the stable molecular conformation. We thus consider a thermal reservoir coupled to the vibrational mode. This leads to the dynamical model

\[
\partial_t \hat{\rho}_m = -i [\hat{H}_v, \hat{\rho}_m] + \mathcal{L}_v [\hat{\rho}_m],
\]

where \( \hat{\rho}_m \) is the density matrix of the system and we have introduced the Lindblad dissipator

\[
\mathcal{L}_v[\bullet] = \gamma \bar{n} \frac{D[\hat{a}^\dagger, \bullet]}{2} + \frac{\gamma (\bar{n} + 1)}{2} D[\hat{a}, \bullet],
\]

where \( \gamma \) is the coupling strength to the bosonic bath, \( \bar{n} \) is the mean number of excitations in the bath (related to the bath’s temperature by \( \bar{n} = \exp [\hbar \omega_v / k_B T_v] - 1^{-1} \)), and \( D[\hat{O}, \bullet] = (2 \hat{O} \cdot \hat{O}^\dagger - \{\hat{O}^\dagger \hat{O}, \bullet\}) \). I suggest to remove this whole part and say that we consider the harmonic oscillator as damped at rate \( \gamma \) and thermally driven by a stochastic force \( F_t \) that is added to \( F \) (with thermal statistics, as in Brownian motion) so that the Langevin equation for
the annihilation operator of the oscillator (and we write the formal expression of it) reads as in (7) but with the extra force. Or we can embed such a thermal contribution into $F$ The equation of motion of the annihilation operator of the vibrational mode reads Mauro: are we actually showing how this equation is found? Where is the dependence on temperature?

$$\partial_t \hat{\alpha} = -i \omega \hat{\alpha} - i \frac{\Omega_1}{\sqrt{2}} \left( \hat{s}^\dagger R \hat{s}^\prime_R + \hat{s}^\dagger L \hat{s}^\prime_L \right) - \frac{\gamma}{2} \hat{\alpha} + F.$$ (7)

We assume that the oscillatory mode reaches its steady-state in a time much shorter than the characteristic time of the evolution of the system, so that we can advocate for the validity of the adiabatic approximation, according to which the state of the oscillator can be assumed to be stationary and unaffected by the coupling to the electronic wire. Its degrees of freedom can thus be traced out to seek for an effective reduced dynamics of the electronic system. From Eq. (7), the steady-state position of the oscillator is

$$\hat{x}_{st} = -\frac{\Omega_1 \omega}{\omega^2 + \gamma^2/4} \left( \hat{s}^\dagger R \hat{s}^\prime_R + \hat{s}^\dagger L \hat{s}^\prime_L + F \right).$$ (8)

The Heisenberg evolution of the wire operator is

$$\partial_t \hat{X} = -i \epsilon_X \hat{X} + i (\Omega_0 + \Omega_1 \hat{x}) \hat{Y} \hat{Z} \hat{X},$$ (9)

where $\hat{X} = [\hat{X}_X, \hat{X}_Y]$ and with $X$ and $Y$ are either $R$ or $L$. Replacing $\hat{x}$ with its steady-state solution $\hat{x}_{st}$ in Eq. (8), we have

$$\partial_t \hat{X} \approx -i \epsilon_X \hat{X} + i \Omega \hat{Y} \hat{Z} \hat{X} - i \hat{X} \hat{Y} \hat{Z} + \frac{\gamma}{2} \hat{X} + F.$$ (10)

where $\delta = \Omega_1^2 \omega / (\omega^2 + \gamma^2/4)/2 \sqrt{2}$ and $\Omega = \Omega_0 - \frac{\omega \sqrt{2}}{\omega^2 + \gamma^2/4} \Theta F$. Eq. (10) can be interpreted as the Heisenberg equation for the operator $\hat{X} X$ evolving according to the Hamiltonian in Eq. (11), which involves non-local states $[25, 26]$, so as to get the diagonal operator

$$\hat{X} \hat{X} \hat{X} \hat{X} \hat{Z} \hat{X} = \sum \epsilon_X \hat{c}_X \hat{c}_X,$$ (14)

where $\epsilon_X = -\delta, (\epsilon_L + \epsilon_R + 2 \sqrt{\Delta^2 + 4 \Omega^2})/2, \epsilon_L + \epsilon_R - \delta$ are the system energies (ordered so that $\epsilon_0 < \epsilon_1 < \epsilon_2 < \epsilon_3$), corresponding to the non-local states $|X\rangle$. In what follows, we use a notation such that the states $|AB\rangle$ ($A, B \in \{0, 1\}$) represents configurations with $A$ and $B$ electrons in the left and right site, respectively. We call these local-basis states.

A close analysis reveals that the first and last eigenstates in the non-local basis are identical to those of the local one, that is $\hat{c}_X \hat{c}_X = |0\rangle|0\rangle = |00\rangle|00\rangle$ where no electrons are in the system and $\hat{c}_X \hat{c}_X = \{3\} \{3\} = |11\rangle|11\rangle$ where one electron is on each sites. Notice that the Hamiltonian in Eq. (11) does not couple subspaces with a different total number of electrons in the sites. The intermediate states $|01\rangle$ and $|10\rangle$ are instead coupled to give rise to the non-local states $|1, 2\rangle$ as

$$\left( \begin{array}{c} 1 \\ 2 \end{array} \right) = U^{-1} \left( \begin{array}{c} 01 \\ 10 \end{array} \right)$$ (15)

with $U$ the change-of-basis matrix

$$U = 2 \frac{2\Omega}{1 - \alpha} \left( \begin{array}{cc} 1 - \alpha & 1 + \alpha \\ \beta & -\beta \end{array} \right),$$ (16)

where we have introduced the parameters $\alpha = \Delta / \sqrt{\Delta^2 + 4 \Omega^2}$ and $\beta = 2 \Omega / \sqrt{\Delta^2 + 4 \Omega^2}$.

Let us now connect each electronic site to a lead. The picture we have in mind can be sketched as in Fig. 1, where each electronic site is individually coupled to its own fermionic bath. The Hamiltonian of each lead is

$$\hat{H}_v = \sum_i \epsilon_i \hat{c}_i \hat{c}_{\nu i}.$$. (17)
where $\nu \in \{L, R\}$ refers to the left or right lead and $\hat{c}_{\nu i}$ ($\hat{c}_{\nu i}^\dagger$) the fermionic destruction (creation) operator for the $i$th mode in the $\nu$ bath. The coupling between the electronic sites and each lead is of the hopping form

$$\hat{H}_{\nu,w} = \Gamma_{\nu} \sum_i \left( \hat{c}_{\nu i}^\dagger \hat{s}_{\nu i} + \hat{c}_{\nu i} \hat{s}_{\nu i}^\dagger \right). \tag{18}$$

We will now eliminate the leads’ degrees of freedom. Writing Eq. (18) in the eigenbasis of the electronic subsystem, we have

$$\hat{H}_{\nu,w} = \frac{\Gamma_{\nu}}{2} \sum_{\alpha=1}^2 \sum_i \left[ T_{\nu}^{\alpha} \left( \hat{c}_{\alpha i}^\dagger \hat{c}_{\alpha i}^\dagger + \hat{c}_{\alpha i} \hat{c}_{\alpha i} \right) + T_{\nu}^{\alpha*} \left( \hat{c}_{\alpha i} \hat{c}_{\alpha i}^\dagger + \hat{c}_{\alpha i}^\dagger \hat{c}_{\alpha i} \right) \right] \tag{19}$$

with $T_R = U$ and $T_L = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} U$. The first (second) line of Eq. (19) describes the transition between the wire ground state $|0\rangle$ (highest energy state $|3\rangle$) and an intermediate state (either $|1\rangle$ or $|2\rangle$). As in Refs. [25, 26], we introduce the Born-Markov approximation, we eliminate the degrees of freedoms of both leads, giving rise to two effective dissipators $\hat{L}^{\nu}$, i.e. one per lead, as defined in Appendix IV. For simplicity we assume the leads to act as two similar Markovian baths with Fermi distribution at chemical potential $\mu_\nu$ given by

$$f_\nu(\epsilon) = \frac{1}{e^{(\mu_\nu - \epsilon)/k_BT_\nu} + 1} \quad (\nu = L, R). \tag{20}$$

The number of excitations in the leads is taken to be the same (that is $n_L(\epsilon) = n_R(\epsilon) = n$) and we choose the coupling strength $\Gamma_L = \Gamma_R = \Gamma/n\pi$. In this way, the only difference between the two leads consists in the respective chemical potentials $\mu_R \neq \mu_L$. We decompose the dissipation due to the leads, taken in the local picture as $\hat{L} = \hat{L}_A + \hat{L}_C$, where the first refers to usual amplitude damping channel and the second one to dephasing. Both are explicitly defined in Appendix IV [Eq. (31) and (36) respectively]. Notice that $\hat{L}_C$ is not of a dephasing type because it changes the system energy as well as coherences.

Despite a rather simple system, the dynamics taking place (and especially the dissipation acting on the system) is rich. We will now focus on such dynamics in order to determine the exchange taking place between the system and the leads.

## II. WIRE DYNAMICS AND EXCHANGE STATISTICS

In this Section we discuss the evolution of the electronic subsystem driven by its effective dynamics and connect it to the exchange statistics with the leads, using the thermodynamics of trajectories (Sec. II A). We then develop a systematic approach to identify the regime maximizing the enhancement effect provided to the current crossing the devices (Sec. II B) arising from the presence of the vibrational mode.

### A. Evolution of the electronic system and exchange statistics

In order to find the stationary state of the system we restrict ourselves to the evolution of the diagonal elements of the density matrix $\hat{\rho}$ in the local basis. However, due to the interaction and possible hybridization of intermediate levels, terms such as $|0\rangle\langle 0|_1$ and $|0\rangle\langle 1|_2$ are also crucial. The dynamics of the electronic system can be tracked by writing its density matrix in vector form as $\rho = (|00\rangle\langle 00|, |01\rangle\langle 01|, |10\rangle\langle 10|, |11\rangle\langle 11|, |01\rangle\langle 10|, |10\rangle\langle 01|)^T$, and the master equation as

$$\partial_t \rho = \mathcal{W} \rho. \tag{21}$$

The form of the superoperator $\mathcal{W}$, which is not essential for the discussions to follow, is provided in Appendix IV. The resulting dynamics is similar to the one found in Ref. [20], albeit with specific features that should be stressed. Among them, the most significant is that the incoherent hopping induced by the vibrational mode acts directly on both the coherences $|01\rangle\langle 10|$ and $|10\rangle\langle 01|$ of the electronic density matrix, and the occupations of the intermediate states $|01\rangle\langle 01|$ and $|10\rangle\langle 10|$.

To determine the exchange statistics taking place between the system and the leads we now use the formalism of thermodynamics of trajectories [27–29]: We define a counting process of the net exchange of excitations between the system and the right leads such as $K := \sum_{a=1}^2 \sum_{b=0,3} K_{a+b} - J_{a+b}$ where $K_{a+b}$ ($J_{a+b}$) refers to an increment related to excitations leaving (entering) the system to (from) the lead $\nu$ inducing a transition between level $a$ and $b$. The introduction of such process modifies the dynamics of the electronic density matrix, which now obeys the biased master equation $\partial_t \hat{\rho}_s = \mathcal{W} \hat{\rho}_s + \hat{L}_s \hat{\rho}_s$, where the biasing contribution to the evolution $\hat{L}_s$ is defined in Eq. (39) and where $\hat{\rho}_s = \sum_K e^{-\epsilon K} P^K \hat{\rho}$ is the biased density matrix with $P^K$ a projector over the subspace where the selected counting process results in $K$ excitations being exchanged. As done previously, we consider the evolution of the vector of relevant density matrix elements $\rho_s = (|00\rangle\langle 00|, |01\rangle\langle 01|, |10\rangle\langle 10|, |11\rangle\langle 11|, |01\rangle\langle 10|, |10\rangle\langle 01|)^T$, which occurs as $\partial_t \rho_s = (\mathcal{W} + \hat{L}_s) \rho_s$, where $\hat{L}_s$ is given in Appendix IV.

One interesting feature of this system is that even the evolution of the coherences may induce changes on the counting statistics. At this stage, we can formally access the large deviation function $\theta(s)$ (scaled cumulant generating function) encoding the full counting statistics for the steady-state regime, defined as

$$\theta(s) = \ln \text{Tr}\{\hat{\rho}_s\} = \ln \langle x^T \hat{\rho}_s \rangle, \tag{22}$$

where $\hat{\rho}_s$ is the steady-state form of the biased density matrix $\rho_s(t)$, $\rho_s$ its vectorized version, and $x = (1,1,1,0,0)^T$. Through the diagonalization of the propagator $\mathcal{W}_s = \mathcal{W} + \hat{L}_s$, one can access directly
θ(s). The latter is aptly determined as the eigenvalue of $W_0$ with the longest decay time. More directly we can access also the first cumulant of the chosen exchange statistics using a bypassing approach not requiring numerical coarse-graining, similar to the one introduced in Ref. [29]. Given that $\kappa_1 = -\partial_t \theta(s)|_{s=0}$ we have, as the first cumulant (moment), the mean current flowing through the system

$$\kappa_1 = -\text{Tr} \{ L_0^0 [\tilde{\rho}] \} = -x^T L_0^0 \rho$$

(23)

with $L_0^0 = \partial_s L_0|_{s=0}$.

The second cumulant is related to the variance of the current crossing the device defined as $\kappa_2 = \partial^2_x \theta(s)|_{s=0}$ and can be determined as

$$\kappa_2 = \text{Tr} \{ L_0^0 [\tilde{\rho}] + 2L_0^0 [\tilde{\rho}]^2 \} = x^T \left( L_0^0 \tilde{\rho} + 2L_0^0 \tilde{\rho}^2 \right),$$

(24)

where $\tilde{\rho} = \partial_t \tilde{\rho}|_{s=0}$ is the steady-state solution of the first order biased density matrix evolving according to

$$\partial_t \tilde{\rho} = W \tilde{\rho} + (L_0^0 - (x^T L_0^0 \rho) \mathbb{1}) \rho,$$

(25)

and where $\mathbb{1}$ is the identity matrix. Notice that, by definition, we have $\text{Tr} \{ \tilde{\rho} \} = x^T \tilde{\rho} = 0$.

According to this framework [29], after finding the steady state solution of the density matrix $\tilde{\rho}$ we can access the mean current, while by solving $\tilde{\rho}$ and $\tilde{\rho}'$ we access the variance of the current flux.

**B. Systematic study of the different regimes**

In order to understand the dynamics taking place we now assume that the incoherent hopping strength $\Gamma$ is independent of the other parameters. The idea here is to find out which range of parameters gives rise to the largest enhancement due to the presence of the vibrational mode. In order to do so we distinguish between six different cases depending on the leads configuration, as summarized in the table reported in Fig. 2. where we have set $\Omega = r \Delta$. For simplicity we consider here the case where the electronic leads are at zero temperature, leading to the following simplification

$$f_\nu(\epsilon) \rightarrow \Theta(\mu_\nu - \epsilon),$$

(26)

where $\Theta(x)$ is the Heaviside function of argument $x$. In this condition we find that cases 1 and 3, with no bias voltage applied between the two leads and with their chemical potential respectively below $\epsilon_1$ and above $\epsilon_2$, give a zero mean current. Conversely case 2, where $\mu$ lies between $\epsilon_1$ and $\epsilon_2$, corresponds to a non-zero net flux from $L$ to $R$. This case is of special interest as it allows for conduction without need of bias voltage. In fact, such a net flux is also present without taking into account the molecular vibration. This unusual behaviour originates from the joint effect of coherence in the many-body states $|1\rangle$ and $|2\rangle$ and the local coupling to the electronic leads. Coherence in the delocalised states $|1\rangle$ and $|2\rangle$ allows for an electron on the left sites to be found in the right lead. This effect vanishes for large lead temperatures, and relates to observed coherent phenomena in nanoelectronics [30–32]. The presence of the vibrational mode gives rise to a significant enhancement as $\Omega = r \Delta$ as listed in table a., where the presence of the vibrational mode ($\Gamma_v/\Gamma = 10$) (thick full lines) and without the vibrational mode ($\Gamma_v/\Gamma = 0$) (dashed lines). Each color refer to a specific case as indicated.

![Figure 2](image-url)

**Figure 2.** a. Table summarizing the six different cases considered in the body of the manuscript. We have defined $\Omega = r \Delta$ with the value taken by $r$ reported in the third column of the table. b. Illustration of the energy diagram corresponding to case 5. c. Mean current at maximal enhancement as $\Omega = r \Delta$ as listed in table a., under the presence of the vibrational mode ($\Gamma_v/\Gamma = 10$) (thick full lines) and without the vibrational mode ($\Gamma_v/\Gamma = 0$) (dashed lines). Each color refer to a specific case as indicated.
small $\Gamma_v/\Gamma \approx 1$. In this case we find that the relation $\Omega = r\Delta$ gives rise to the smallest Fano factor $(\kappa_2/\kappa_1)$ depending on $\Omega$ and $\Delta$, which is smaller than 1 and converging monotonously to 1, while increasing $\Omega$ and $\Delta$ as $\kappa_1$ converges to $\kappa_1^0$, as presented in Fig. 2.c in blue. This indicates anti-bunching on the statistics of the net number of electrons exchanged with the right lead, corresponding to non-classical current fluctuations.

The remaining three cases all include a bias voltage (cf. Fig. 2). In all of them we have observed a similar conduction net enhancement provided by the presence of the vibrational mode as visible in Fig. 2.c. The only difference with respect to case 2 and Fig. 3.a is the ratio between $\Omega$ and $\Delta$ associated to the maximal enhancement, which are as listed in Fig. 2.a. However, while the net enhancement is very similar in all such cases, the qualitative behaviors are not necessary similar. For example, case 4 presents reversed conduction flux ($\kappa_1 < 0$) in some region of the parameter space (for $\Omega \geq r\Delta$) as visible in Fig 2.c. Cases 5 and 6, conversely, present always a positive current increasing with $\Omega$, whereas in case 2 an almost constant current is observed for $\Omega = r\Delta$. Considering the reduction of the Fano factor, its behaviour does not generally correspond to the maximal enhancement. Except for case 2, the smallest Fano factor does not coincide to $\Omega = r\Delta$ with $r$ as listed in Fig. 2.a. The smallest Fano factor was observed in both cases 5 and 6 for $\Omega/\Delta = 4$.

As the main objective of our investigation was the demonstration of conduction enhancement arising from the presence of the vibrational mode, we will not go deeper into the analysis of the six cases presented herein. It is worth noticing that for $F = 0$, undriven vibrational mode, $\Omega = \Omega_0$ and $\Gamma_v \propto \Omega_0^2$, connecting to the microscopic description. Instead, we now focus on a more physical configuration where the interdependence of the parameter is fully taken into account.

### III. Conduction Enhancement and Switching Effect

In this Section we will draw a less systematic but more practical picture of the situation under scrutiny to highlight the relevance of the effect induced by the vibrational mode on the electric conduction. From a device perspective we will illustrate how the enhancement takes place under realistic conditions and how the control of the vibrational mode can lead to a control of the electronic flux.

Fig. 4 shows the mean current $\langle I \rangle = \kappa_1$ passing through the wire as a function of the applied biased $V$, which is the most natural and accessible control parameter to adjust, and for different values of the incoherent hopping strength $\Gamma_v$. In the inset we represent the corresponding Fano factor. We notice the appearance of a plateau in the conduction in correspondence of the passage from one of the cases described in the previous Section to the next. The smoothing of the edges of those plateaux directly results from the finite temperature used for the electronic leads. Panel a corresponds to a case where the coherent hopping strength $\Omega$ between the left and right sites is one order of magnitude less than for the lower panel b, while keeping the ratio $\Delta/\Omega$ identical. From these two graphs we can clearly see that the enhancing effect is stronger as we decrease $\Omega$ (and $\Delta$). The picture regarding the Fano factor, on the other hand, is less straightforward. For high $\Omega$, the changes are relatively small and monotonic with respect to $\Gamma_v$. For smaller $\Omega$ the changes induced by varying $\Gamma_v$ are more complex. The spike observed close to $V = 0$ for some line, corresponds to cases where the mean current $\kappa_1$ changes sign. Notice that the dependence on the bias voltage is normalized with respect to $\Omega$ to focus on the enhancing effect provided by the vibrational mode. This renormalisation is at the origin of a more important smoothing effect of the edge due to the temperature. Notice also that at zero bias we have conduction taking place, and this conduction process is not intrinsic to the presence of the vibrational mode even if it is strongly enhanced by it.

However $\Omega$ is, in principle, not easily accessible, in
For $\Delta/\Omega = 3$ for various values of the incoherent hopping strength $\Gamma_{\nu}$ (respectively $0$, $0.1$, $1$ and $10$ for the blue, yellow, green and red curves). Inset represents corresponding Fano factor. Panel a. is for $\Omega = 0.1$, while panel b. is for $\Omega = 1$. Other parameters are such as $k_B T_L = k_B T_R = 0.01$, $\delta = \epsilon_L = \mu = 0$, and $\Gamma = 1$.

Figure 4. Net exchange as a function of the bias voltage $V$ for $\Delta/\Omega = 3$ for various values of the incoherent hopping strength $\Gamma_{\nu}$ (respectively $0$, $0.1$, $1$ and $10$ for the blue, yellow, green and red curves). Inset represents corresponding Fano factor. Panel a. is for $\Omega = 0.1$, while panel b. is for $\Omega = 1$. Other parameters are such as $k_B T_L = k_B T_R = 0.01$, $\delta = \epsilon_L = \mu = 0$, and $\Gamma = 1$.

particular in light of its dependence on other relevant parameters of the system. Indeed, we have

$$\Omega = \Omega_0 - \frac{\omega_\nu \sqrt{2}}{\omega_\nu^2 + \gamma^2/4} \Omega_1 F,$$

where $\omega_\nu$ is the vibrational frequency, $\gamma$ its damping rate and $F$ is the driving force (if any), $\Omega_0$ is the bare hopping strength, independent of the molecular vibrational properties ($0^{th}$ order expansion of $\Omega(\omega)$), while $\Omega_1$ is the coupling strength between the oscillator position and the electronic hopping. It is worth reminding that, as shown previously, a key requirement to maximize the enhancement is to get the ratio $\Delta/\Omega$ as in Fig. 2 a. with $\Delta$ and $\Omega$ as small as possible. Given Eq. (27), fine tuning of $\Omega$ can be done through modulating the amplitude $F$ of the driving force applied to the oscillator. The other parameter directly connected to the oscillator properties is the incoherent hopping strength

$$\Gamma_{\nu} = \frac{\gamma (\bar{n} + 1/2) \Omega_1^2 \omega_\nu^2}{\sqrt{2(\omega_\nu^2 + \gamma^2/4)^2}}.$$

From Eq. (28) we see that raising the temperature of the bath $T_{\nu}$ leads to a direct increase of $\Gamma_{\nu}$. This dependence on the temperature is related to noise-assisted transport phenomena, which are attracting significant interest among the community [35–37]. Among others, this phenomenon was suggested to be at the origin of high efficient energy harvesting in photo-synthetic molecular complexes [33, 34].

Consequently, by playing with a driving force $F$ applied to the oscillator and the temperature of the corresponding bath $T_{\nu}$, one can independently manipulate both $\Omega$ and $\Gamma_{\nu}$. Notice also that the energy level of the system depends on $\delta = \frac{\Omega_1^2 \omega_\nu}{2\sqrt{2(\omega_\nu^2 + \gamma^2/4)}}$. This interdependence of the key parameters makes the previous systematic approach difficult to sustain in this context.

Nevertheless, Eq. (27) suggests that, for the amplitude $F_{\text{crit}} = \Omega_1 (\omega_\nu^2 + \gamma^2/4) / (\sqrt{2} \omega_\nu \Omega_1)$ of the driving force, the effective Hamiltonian of the wire Eq. (11) leads to a short-circuit scenario where the two electronic sites become uncoupled, thus inhibiting the conduction through the wire. In Fig. 5 we plot the mean current through the device as a function of the voltage bias $V$ and the driving force $F$. As $V$ is varied, we clearly identify the two situations illustrated in the previous Section. More specifically: for $F = 0$ we have a strongly conducting regime for high $V$. If, starting from this point in the parameter space, we increase slightly the applied driving force toward $F_{\text{crit}}$, we see a strong modification of the conduction, which leads to the short-circuit regime. Differently from the mechanism highlighted in Ref. [8], the switching on and off of the conduction does not require a complex driving of the electronic sites, although both our scheme and Ref. [8] allow for a non-zero conduction even if no voltage bias is applied between the electronic leads [cf. Fig. 5]. Consequently, beside allowing for an independent control of the key parameters $\Gamma_{\nu}$ and $\Omega$ (through the control of $F$ and $T_{\nu}$, respectively), in our model the conduction can be switched on and off through a simple shift of the vibrational mode equilibrium position.

Figure 5. Mean current crossing the device ($\kappa_1 = 1$) as a function of the voltage bias $V$ and the driving force $F$. The elected parameters are such as $\mu = \epsilon_L = \Gamma = \gamma = 1$, $\Omega_1 = 0.5$, $T_L = T_R = T_{\nu}/100 = 0.01/k_B$, $\Delta = 3\Omega_0 = 0.3$ and $\omega_\nu = 0.01$.
IV. CONCLUSION

We have presented a detailed study of the conduction properties of a molecular wire coupled to a vibrational system via electronic hopping exchange. This description is inspired by the idea that physically the vibrational mode does not need to change the energetic structure of the electronic part but can just perturb the exchange taking place on this subsystem. We showed that the presence of the vibrational system can give rise to strong enhancement of the wire conductivity. Moreover through the control of the vibrational properties (temperature and position) one can accurately control the electronic flux crossing the device. An increase of the temperature enhances the conduction, while the control of the equilibrium position of the oscillator can switch on and off the conduction.

With this work, we establish how vibrational coupled hopping affects the electronic properties of a molecular wire. These crucial results pave the way to a better understanding and more complete description of electronic properties of these promising devices.

ACKNOWLEDGMENTS

We thank the EU FP7-funded Collaborative Project TherMiQ, the John Templeton Foundation (grant number 43467), the Julian Schwinger Foundation (grant number JSF-14-7-0000), the UK EPSRC (grants EP/M003019/1 and EP/P00282X/1) and the French ANR C-FLigHT.
For simplicity we assume the leads density of states to be homogenous and identical.\cite{Gurvitz1996}


\[ \text{Appendix 1: Dissipation of the wire to the leads and biased contribution to the evolution} \]

In this appendix we detail the calculation leading to the Lindblad form dissipator induced by coupling the wire subsystem to fermionic leads as explained in section 1B. Based on Refs. 25, 26 we determine the dissipator in the manybody picture such as \( \mathcal{L}' = \sum_{a=1}^{2} \sum_{b=0, 3} \mathcal{L}'_{a+b} (\text{with } \nu = R \text{ or } L) \)

\[
\mathcal{L}'_{a+b}[\bullet] = \frac{\pi}{4} \Gamma^{\nu} n_{\nu}(\epsilon_{a})|T_{a,a}|^{2} \left[ f_{\nu}(\epsilon_{a}) \left\{ 2\hat{c}_{a}^{\dagger} \hat{c}_{a} - \{ \hat{c}_{a}^{\dagger} \hat{c}_{a}, \bullet \} \right\} + (1 - f_{\nu}(\epsilon_{a})) \left\{ 2\hat{c}_{a} \hat{c}_{a}^{\dagger} - \{ \hat{c}_{a} \hat{c}_{a}^{\dagger}, \bullet \} \right\} \right]
\]

\[
\mathcal{L}'_{a+b}[\bullet] = \frac{\pi}{4} \Gamma^{\nu} n_{\nu}(\epsilon_{a})|T_{a,a}|^{2} \left[ f_{\nu}(\epsilon_{a}) \left\{ 2\hat{c}_{a}^{\dagger} \hat{c}_{3} \hat{c}_{3}^{\dagger} \hat{c}_{a} - \{ \hat{c}_{a}^{\dagger} \hat{c}_{3} \hat{c}_{3}^{\dagger} \hat{c}_{a}, \bullet \} \right\} + (1 - f_{\nu}(\epsilon_{a})) \left\{ 2\hat{c}_{3} \hat{c}_{3}^{\dagger} \hat{c}_{3}^{\dagger} \hat{c}_{a} - \{ \hat{c}_{3} \hat{c}_{3}^{\dagger} \hat{c}_{3}^{\dagger} \hat{c}_{a}, \bullet \} \right\} \right]
\]

where \( n_{\nu}(\epsilon) \) is the density of state in the lead \( \nu \) (R or L) at a given energy and \( f_{\nu}(\epsilon) = 1/\left[ \exp \left( (\epsilon - \mu_{\nu})/k_{B}T_{\nu} \right) + 1 \right] \) the Fermi distribution of a given lead \( \nu \) having \( \mu_{\nu} \) as chemical potential. Notice that the total dissipation is related to the leads dissipation \( \mathcal{L} = \mathcal{L}^{R} + \mathcal{L}^{L} \) plus \( \mathcal{L}_{\text{eff}} = U^{-1} \mathcal{L}_{\text{eff}} U \) the one induced by the vibrational mode (Eq. (13)). Each dissipation induced by the leads can be decomposed in terms of amplitude damping and coherence damping channels such as \( \mathcal{L} = \mathcal{L}_{A} + \mathcal{L}_{C} \), with for the amplitude part

\[
\mathcal{L}_{A}[\bullet] = \sum_{XY=\{LO, LF, RO, RF\}} \left[ \alpha_{XY} \left( \hat{L}_{XY} \hat{L}_{XY}^{\dagger} - \frac{1}{2} \left\{ \hat{L}_{XY}^{\dagger} \hat{L}_{XY}, \bullet \right\} \right) + \beta_{XY} \left( \hat{L}_{XY}^{\dagger} \hat{L}_{XY} - \frac{1}{2} \left\{ \hat{L}_{XY} \hat{L}_{XY}^{\dagger}, \bullet \right\} \right) \right],
\]

with \( \hat{L}_{LO} = |10\rangle \langle 00| \), \( \hat{L}_{LF} = |10\rangle \langle 11| \), \( \hat{L}_{RO} = |01\rangle \langle 00| \) and \( \hat{L}_{RF} = |01\rangle \langle 11| \) and for the coupling strength we have

\[
\alpha_{LO} = \frac{\Gamma^{L}}{2} \left[ (1 - A)^{2} \left( f_{L}(\epsilon_{1})B^{2} + f_{R}(\epsilon_{1}) (1 - A)^{2} \right) + (1 + A)^{2} \left( f_{L}(\epsilon_{2})B^{2} + f_{R}(\epsilon_{2}) (1 + A)^{2} \right) \right]
\]

\[
\alpha_{LF} = \frac{\Gamma^{L}}{2} \left[ (1 - A)^{2} \left( f_{L}(\epsilon_{1}) (1 - A)^{2} + f_{R}(\epsilon_{1}) B^{2} \right) + (1 + A)^{2} \left( f_{L}(\epsilon_{2}) (1 + A)^{2} + f_{R}(\epsilon_{2}) B^{2} \right) \right]
\]

\[
\alpha_{RO} = \frac{\Gamma^{L}}{2} \left[ B^{2} \left( f_{L}(\epsilon_{1}) + f_{L}(\epsilon_{2}) \right) + \left( f_{R}(\epsilon_{1}) (1 - A)^{2} + f_{R}(\epsilon_{2}) (1 + A)^{2} \right) \right]
\]

\[
\alpha_{RF} = \frac{\Gamma^{L}}{2} \left[ \left( f_{L}(\epsilon_{1}) (1 - A)^{2} + f_{L}(\epsilon_{2}) (1 + A)^{2} \right) + B^{2} \left( f_{R}(\epsilon_{1}) + f_{R}(\epsilon_{2}) \right) \right].
\]

For simplicity we assume the leads density of states to be homogenous and identical \( n_{L}(\epsilon) = n_{R}(\epsilon) = n \) as for the coupling strength \( \Gamma^{L} = \Gamma^{R} = \Gamma/n\pi \). The coefficients \( \beta_{XY} \) are obtained replacing in the definition above
\( f_\nu(\epsilon) \rightarrow 1 - f_\nu(\epsilon) \). The effective decoherence is written as

\[
\mathcal{L}_C[\bullet] = \sum_{XY=\{L,LF,RO,RF\}} \sum_{AB=\{RO,RF,LO,LF\}} \left[ \alpha_{XY}^\epsilon \left( \hat{L}_{XY} \bullet \hat{L}_{AB}^d - \frac{1}{2} \{ \hat{L}_{AB}^d \hat{L}_{XY} \bullet \} \right) + \beta_{XY}^\epsilon \left( \hat{L}_{AB}^d \bullet \hat{L}_{XY} - \frac{1}{2} \{ \hat{L}_{XY} \hat{L}_{AB}^d \} \right) \right].
\]

(36)

It is worth to notice that those dissipator acting on the coherence are not of a dephasing form because they change the energy of the system. They give rise to or suppress coherences between the 2 intermediate states through absorption or emission of quanta of energy with the leads. The coupling strength attached to those channels are such as

\[
\begin{align*}
\alpha^\epsilon_{O} &= \alpha_{RO}^\epsilon = \alpha_{RO}^c = \frac{\Gamma}{2} \left[ (1 - A) \left( f_L(\epsilon_1)B^2 + f_R(\epsilon_1)(1 - A)^2 \right) - (1 + A) \left( f_L(\epsilon_2)B^2 + f_R(\epsilon_2)(1 + A)^2 \right) \right], \\
\alpha^\epsilon_{P} &= \alpha_{LP}^\epsilon = \alpha_{FP}^\epsilon = \frac{\Gamma}{2} \left[ (1 - A) \left( f_L(\epsilon_1)(1 - A)^2 + f_R(\epsilon_1)B^2 \right) - (1 + A) \left( f_L(\epsilon_2)(1 + A)^2 + f_R(\epsilon_2)B^2 \right) \right].
\end{align*}
\]

(37)

(38)

In order to retrieve the exchange statistics we define as done in the text (section II A) a counting process \( K \) which is related to a biased contribution of the evolution \( \mathcal{L}_s \) where

\[
\mathcal{L}_s[\bullet] = \sum_{b=\{O,F\}} \sum_{a=\{L,R\}} \left[ \left( e^{(-1)^{b} s} - 1 \right) \left( \alpha_{ro}^R[a] \langle b | a \rangle \langle \bar{a} | + \alpha_{ao}^R[10] \langle b | b \rangle \langle 10 | \right) + \left( e^{(-1)^{b+1} s} - 1 \right) \left( \beta_{ro}^c \langle b | a \rangle \langle \bar{a} | + \beta_{ao}^c [a] \langle b | b \rangle \langle a | b \rangle \right) \right]
\]

(39)

with \( \bar{a} \) is the complementary of \( a \) (\( R \) for \( L \) and reciprocally).

### Appendix 2: Superoperator of the effective electronic dynamics

Here we provide the explicit form of the superoperator responsible for the effective open-system dynamics of the electronic system discussed in Sec. II. With the definitions of the previous Appendix, we have

\[
\mathcal{W} = \begin{pmatrix}
- (\alpha_{00} + \alpha_{02}) & \beta_{RO} & \beta_{LO} & 0 & \beta_{O}^R & \beta_{O}^L \\
\alpha_{RO} & -(\beta_{RF} + \beta_{RO}) - \Gamma_v & \Gamma_v & \alpha_{RF} & -\frac{1}{2}(\beta_{O}^c + \beta_{F}^c) & -\frac{1}{2}(\beta_{O}^c + \beta_{F}^c) \\
\alpha_{LO} & \Gamma_v & -(\beta_{LO} + \beta_{LF}) - \Gamma_v & \alpha_{LF} & -\frac{1}{2}(\beta_{O}^c + \beta_{F}^c) & -\frac{1}{2}(\beta_{O}^c + \beta_{F}^c) \\
0 & \beta_{RF} & \beta_{LF} & \Gamma_v & \beta_{F}^c & \beta_{F}^c \\
\alpha_{O}^c & -\frac{1}{2}(\beta_{O}^c + \beta_{F}^c) & -\frac{1}{2}(\beta_{O}^c + \beta_{F}^c) & \alpha_{F}^c & -i\Delta - \Gamma_v - \frac{1}{2}\beta & \Gamma_v \\
\alpha_{O}^c & -\frac{1}{2}(\beta_{O}^c + \beta_{F}^c) & -\frac{1}{2}(\beta_{O}^c + \beta_{F}^c) & \alpha_{F}^c & i\Delta - \Gamma_v - \frac{1}{2}\beta & \Gamma_v \\
\end{pmatrix}
\]

(40)

with \( \beta = \beta_{LO} + \beta_{LF} + \beta_{RF} + \beta_{RO} \) and \( \Delta = \epsilon_R - \epsilon_L \). The explicit definition of each coefficient is given in Appendix IV. Notice that each coefficient \( \alpha \) and \( \beta \) can be easily rewritten in terms of leads contribution such as \( \alpha_{XY} = \alpha_{XY}^R + \alpha_{XY}^L \).

The effective dissipator of the biased master equation resulting form the inclusion of counting processes has the following matrix representation, instead

\[
\mathcal{L}_s = \begin{pmatrix}
0 & \beta_{RO}^R(e^{-s} - 1) & \beta_{LO}^R(e^{-s} - 1) & 0 & \beta_{O}^{Rc}(e^{-s} - 1) & \beta_{O}^{Fc}(e^{-s} - 1) \\
\alpha_{RO}^R(e^s - 1) & 0 & 0 & \alpha_{RF}^R(e^{-s} - 1) & 0 & 0 \\
\alpha_{LO}^R(e^s - 1) & 0 & 0 & \alpha_{LF}^R(e^{-s} - 1) & 0 & 0 \\
\alpha_{O}^{Rc}(e^s - 1) & 0 & 0 & \alpha_{F}^{Rc}(e^{-s} - 1) & 0 & 0 \\
\alpha_{O}^{Fc}(e^s - 1) & 0 & 0 & \alpha_{F}^{Fc}(e^{-s} - 1) & 0 & 0 \\
\end{pmatrix}
\]

(41)