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Abstract This paper presents a supervised subspace learning method called Kernel Generalized Discriminative Common Vectors (KGDCV), as a novel extension of the known Discriminative Common Vectors method with Kernels. Our method combines the advantages of kernel methods to model complex data and solve non-linear problems with moderate computational complexity, with the better generalization properties of generalized approaches for large dimensional data. These attractive combination makes KGDCV specially suited for feature extraction and classification in computer vision, image processing and pattern recognition applications. Two different approaches to this generalization are proposed, a first one based on the kernel trick (KT) and a second one based on the nonlinear projection trick (NPT) for even higher efficiency. Both methodologies have been validated on four different image datasets containing faces, objects and handwritten digits, and compared against well known non-linear state-of-art methods. Results show better discriminant properties than other generalized approaches both linear or kernel. In addition, the KGDCV-NPT approach presents a considerable computational gain, without compromising the accuracy of the model.

Keywords Nonlinear feature extraction · Kernel Discriminative Common Vectors · Kernel Trick · Nonlinear Projection Trick · Computational Efficiency.

1 Introduction

Statistical methods based on subspaces are extensively applied in computer vision and machine learning. In particular, their role as dimensionality reduction and automatic feature extraction tools has been crucial to mitigate the curse of dimensionality inherent to image classification. Thus, subspace methods are often used as preprocessing or feature selection stages in order to facilitate learning by the classifier. In this image context, the ratio between the dimensionality of the input space and the training set size is usually very large. This unbalance ratio poses serious difficulties in the application of classifiers and machine learning algorithms and affects their generalization ability and efficiency. This situation is usually called the Small Sample Size (SSS) problem. While it can be mitigated by acquiring larger datasets to balance the ratio, this is not always possible.

As a consequence, there has been a need to develop methods able to work under these constraints. Cevikalp et al. proposed a supervised method called Discriminant Common Vector (DCV) to specifically address the SSS, based on a modified Fisher’s linear discriminant criterion. This approach divides the feature space into the range and the null subspaces, being the later important for extracting useful discriminative features for recognition. However, it can only be applied when the number of samples is smaller than the dimensionality of the data. An extension of the DCV method, the Generalized Discriminant Common Vec-
tor (GDCV), also called Rough Common Vector (RCV) was presented by Akihiko et al. [25], where the bases of the method are reinterpreted and some assumptions are relaxed. The GDCV method exhibits better generalization properties in a wider range of applications, and it can be applied for both small and large datasets regarding the dimension of the input space. As main limitation, these methodologies do not perform well when samples belonging to different classes are not separable using linear transformations.

Traditionally, the Kernel Trick (KT) has been widely used to extend linear methods to the nonlinear case [23, 21]. Kernel methods have aroused great interest in the last decade since they are universal nonlinear approximators and facilitate solving complex problems where the samples are not linearly separable as is the case of many machine learning and pattern recognition application. Kernel methods use nonlinear mapping to project samples from the original space to a feature space where the samples are expected to be easily separable, as depicted by the example in Figure 1. Specifically, the KT operates by calculating an implicit projection to a space of greater or even infinite dimension, where the linear discriminant can be effectively applied to separate the originally non-linear separable classes. Moreover, the KT makes the kernel methods computationally efficient in comparison with other nonlinear techniques, since the nonlinear mapping function and the mapped samples are not used explicitly. They, however, require selecting an appropriate kernel function, which must be carefully chosen in every application to avoid numerical instabilities and overfitting problems, as well as problems associated to handling large datasets. For details of how to select and tune kernel functions to particular applications see [24].

By applying the KT approach, a variety of subspace based kernel methods have been proposed, including Kernel Principal Component Analysis (KPCA) and Kernel Discriminant Analysis (KDA) [28]. A Kernel Independent Component Analysis (KICA) [17] by using the KT and the InfoMax algorithm has also been proposed for enhancing classification, but its application is limited to classes statistically independent. KDA-based approaches are better suited for supervised classification applications since a similar supervision process is performed during the dimensionality reduction, but they require solving an expensive optimisation problem [8]. Efficient KDA approaches have been proposed as a solution such as the Kernel Discriminant Analysis via QR decomposition (KDAQR) [27], based on the QR decomposition to replace the costly eigendecomposition of the kernel matrix, and the Kernel Discriminant Analysis by using Spectral Regression (KDASR) [3] which combines spectral graph analysis and regularised regression. Finally, a Discriminative Common Vector with Kernel (KDCV) was originally proposed by Cevikalp et al. [5,4] and extended for efficient implementation in [29,27], at the expense of an slight numerical instability. However, all these techniques inherited the corresponding DCV restrictions for small datasets regarding the dimensionality of the samples.

In this paper we aim to combine the advantages of KDCV for non-linear spaces and GDCV for better generalisation properties without restrictions on the training set size. Thus, the novel Kernel Generalized Discriminative Common Vectors (KGDCV) is introduced by extending the GDCV with kernels. This non-linear extension is first achieved by applying the kernel trick. A second alternative is also proposed based on the Nonlinear Projection Trick (NPT) [16]. NPT explicitly maps the input data into a reduced dimensional kernel Hilbert space, using the eigenvalue decomposition of the kernel matrix. Our approach is evaluated using a range of different image classification problems and datasets, including facial images, objects and handwritten digits, that allow us to analyse its behaviour against different training set sizes. A comparison study is performed in these scenarios against the conventional linear/nonlinear DCV-based methods and the well-known KICA [17], KDAQR [27] and KDASR [3] methods.

The remainder of the paper is structured as follows. Section 2 briefly introduces linear and nonlinear DCV as background information. Section 3 presents the novel KGDCV using both KT and NPT approaches, as main contributions of this paper. Section 4 describes the empirical validation and comparison with the state of the
art, presents the results and analyse the proposed approach. Finally, Section 3 summarizes the main conclusions. A list of acronyms is presented in Table 1 of the appendix A.

2 Background

Let $X$ be the training set composed of $m = \sum_{j=1}^{c} m_j$ samples belonging to $c$ classes, where every class $j$ has $m_j$ samples. Let $x_j^i$ be a $d$-dimensional column vector which denotes the $i^{th}$ sample from the $j^{th}$ class.

2.1 Linear DCV

In order to obtain the optimal projection $W$ of the samples $X$ to the new subspace, the bases of such subspace $U$ should be first calculated. These bases are obtained by solving the eigenproblem of the within-scatter matrix,

$$
S_w^X = \sum_{j=1}^{c} \sum_{i=1}^{m_j} (x_j^i - \bar{x}_j)(x_j^i - \bar{x}_j)^T = X_c X_c^T
$$

where $\bar{x}_j$ is the average of the samples in the $j^{th}$ class, and the centered data matrix, $X_c$, consists of column vectors $(x_j^i - \bar{x}_j)$ for all $j = 1 \ldots c$ and $i = 1 \ldots m_j$.

The eigendecomposition or eigen-value/vector decomposition (EVD) of $S_w^X$ can be written in general as:

$$
EVD(S_w^X) : X_c X_c^T = U \Lambda U^T
$$

$$
= [U_r \quad U_o] \begin{bmatrix} \Lambda_r & 0 \\ 0 & \Lambda_o \end{bmatrix} \begin{bmatrix} U_r^T \\ U_o^T \end{bmatrix}
$$

where $U = [u_1 \ldots u_d]$ is a column matrix formed by the eigenvectors associated to the eigenvalues, $\lambda_1 \geq \ldots \geq \lambda_d$, contained in the diagonal matrix $\Lambda$. $r$ is the range of matrix $S_w^X$, that is, $\lambda_i = 0$ for all $i > r$.

By decomposing $U$ into two matrices, $U_r$ containing the eigenvectors associated to the non-zero eigenvalues, and $U_o$ containing the eigenvectors associated to the zero-value eigenvalues, DCV is able to separate the feature space into two complementary subspaces, the range space, $\mathcal{R}(S_w^X)$ with bases $U_r$, and the null space, $\mathcal{N}(S_w^X)$ with bases $U_o$, respectively.

The DCV approach is an effective method for solving the SSS problem. If $S_w^X$ is singular, all samples $x_j^i$ belonging to class $j$ can be mapped to a common vector $x_{\text{com}}^i = \bar{x}_j - U_r U_r^T \bar{x}_j$ in the null space. This extract the common properties of classes in the training set by eliminating the differences of the samples in each class, i.e. the features that are in the direction of the eigenvectors corresponding to the nonzero eigenvalues of the within-class scatter matrix.

For classification, the centered version $X_{\text{com}}^T$ of $X_{\text{com}} = [x_1^T \ldots x_n^T]$, with regard to the mean $\bar{x}_{\text{com}} = (1/c) \sum_{j=1}^{c} x_{\text{com}}^j$, is calculated to compute the final projection matrix, $W = \text{orth}(X_{\text{com}}^T) \in \mathbb{R}^{d \times (c-1)}$, and obtain the discriminative common vectors as $W^T \bar{x}_j$.

2.2 Linear GDCV

DCV can not be applied when $d < (m-c)$, i.e. the number of samples is bigger than their dimensionality. This case would lead to a non-singular within-class scatter matrix, where the null space does not exist. Even if the within-class scatter matrix is singular, the recognition rate of the DCV may not be good if the dimensionality of the null space is small. This SSS singularity problem is avoided by extending the null space to include not only null directions or basis vectors, i.e. $\lambda_i = 0$, but also a set of almost null directions, $\lambda_i \approx 0$. This extension of the null space also implies the corresponding restriction of the range space. The projection basis $U_r$ of the new restricted range space will be the basis of the learned subspace.

The scattering added to the null space is measured by the trace $tr(\cdot)$ as $tr(U_r^T S_w^X U_o)$. This quantity is at most $tr(S_w^X)$ when no directions are removed, $U_o = U_r$, and decreases as more and more important directions disappear from $U_r$. Consequently, the scattering preserved after a projection, $U_\alpha$, is written as follows

$$
\alpha = 1 - \frac{tr(U_r^T S_w^X U_o)}{tr(S_w^X)}
$$

The parameter $\alpha$ takes values within the interval $[0, 1]$. When $\alpha = 0$, then $U_o = U_r$. For individual values of $0 < \alpha < 1$, different projections are obtained with dissimilar levels of preserved variability. Figure 2 presents the main subspaces involved in the DCV and GDCV method.

Once $U_o$ is calculated the generalized common vectors are defined as $x_{\text{gcv}}^i = \bar{x}_j - U_r U_r^T \bar{x}_j$. Then the centered generalized common vectors $X_{\text{gcv}} = [x_{\text{gcv}}^1 \ldots x_{\text{gcv}}^c \ldots x_{\text{gcv}}^{m-c}]$, with regard to the mean $\bar{x}_{\text{gcv}} = (1/c) \sum_{j=1}^{c} x_{\text{gcv}}^j$, is calculated to compute the final projection matrix as in the DCV method.

To test a new sample, $x_{\text{test}}$, we need to project it on $W^T (W^T x_{\text{test}})$ and then the label is allocated according to the minimum distance between the projected sample and the generalized discriminative common vectors.

Regarding its computational complexity, GDCV has an asymptotic cost dominated by $O(d^2 m + d^3)$, when $d \leq m$. In the SSS case, $d > m$, the computational complexity is $O(dm^2 + m^3 + dm^r)$. 
2.3 KDCV by using Kernel Trick

The KDCV method \[4,5\] uses nonlinear mapping to map samples from the original input space \(\mathbb{R}^d\) to a feature space \(\mathbb{R}^f\) of greater dimension where the DCV method is applied and the samples are expected to be linearly separable.

Given the nonlinear function \(\phi\), the re-projected version of the training set \(X\) is defined as:

\[
\Phi(X) = [\phi(x_1) \ldots \phi(x_1^{m_1}) \phi(x_2) \ldots \phi(x_2^{m_2}) \ldots \phi(x_n) \ldots \phi(x_n^{m_n})]
\]

In this new space, the between-class and the total scatter matrices are defined as \(S_B^\phi\), \(S_W^\phi\) and \(S_T^\phi\), respectively.

\[
S_B^\phi = \sum_{j=1}^{c} m_j (\bar{\pi}_j - \bar{\pi})(\bar{\pi}_j - \bar{\pi})^T
\]

\[
= (\Phi^T - \Phi L)(\Phi^T - \Phi L)^T
\]

\[
S_W^\phi = \sum_{j=1}^{c} m_j (\phi(x_j) - \bar{\phi}_j)(\phi(x_j) - \bar{\phi}_j)^T
\]

\[
= (\Phi - \Phi G)(\Phi - \Phi G)^T
\]

\[
S_T^\phi = \sum_{j=1}^{c} m_j (\phi(x_j) - \bar{\phi})(\phi(x_j) - \bar{\phi})^T
\]

\[
= (\Phi - \Phi 1_m)(\Phi - \Phi 1_m)^T = S_W^\phi + S_B^\phi
\]

where \(\bar{\phi}\) are the re-projected averages for each \(j^{th}\) class and \(\bar{\pi}\) is the global average of all re-projected samples in \(\mathbb{R}^f\). \(G = \text{diag}[G_1, \ldots, G_c] \in \mathbb{R}^{(m \times m)}\) and \(H = \text{diag}[\mu_1, \ldots, \mu_c] \in \mathbb{R}^{(m \times m)}\) are diagonal matrices, where each \(G_i \in \mathbb{R}^{(m_i \times m_i)}\) is a matrix with all its elements equal to \(1/m_i\), and each \(\mu_j \in \mathbb{R}^{(m_j \times 1)}\) is a vector with all its elements equal to \(1/\sqrt{m_j}\).

\(1_m \in \mathbb{R}^{(m \times m)}\) is a matrix with all its elements equal to \(1/m\).

KDCV uses the intersection between the null subspace of \(S_W^\phi\) and the range subspace of \(S_T^\phi\) to represent classes \[4,5\]. Therefore, the common vectors are calculated from a first re-mapping on the range space of \(S_T^\phi\) (which is nothing more than the application of the principal component analysis with kernel o KPCA(\(S_T^\phi\)): \(VAV^T\) [22]) followed by a re-mapping onto the null subspace of \(S_W^\phi\), obtaining the nonlinear discriminant common vectors representing each class. The mathematics properties of the DCV method are transmitted to the KDCV method, only differing in the mapping of the samples, as follows:

\[
\tilde{S}_W^\phi = ((\Phi - \Phi 1_m)V \Delta^{-1/2})^T S_W^\phi (\Phi - \Phi 1_m)V \Delta^{-1/2},
\]

\[
= \Delta^{-1/2}V^T \tilde{K} \tilde{W} V \Delta^{-1/2}. \tag{8}
\]

\[
\tilde{S}_B^\phi = ((\Phi - \Phi 1_m)V \Delta^{-1/2})^T S_B^\phi (\Phi - \Phi 1_m)V \Delta^{-1/2},
\]

\[
= \Delta^{-1/2}V^T \tilde{K} \tilde{B} \tilde{V} \Delta^{-1/2}. \tag{9}
\]

\[
\tilde{S}_T^\phi = ((\Phi - \Phi 1_m)V \Delta^{-1/2})^T S_T^\phi (\Phi - \Phi 1_m)V \Delta^{-1/2},
\]

\[
= \Delta^{-1/2}V^T V \Delta V^T \Delta^{-1/2} = \Delta. \tag{10}
\]

with \(\tilde{K} = K - KG - 1_m K + 1_m KG = (K - 1_m K)(I - G)\) and \(\tilde{B} = KH - KL - 1_m KH + 1_m KL = (K - 1_m K)(I - L)\). \(K\) is the kernel matrix of the mapped data \(K = \Phi^T \Phi\). \(\tilde{K} = K - 1_m K - K 1_m + 1_m 1_m\) is the centered training kernel, and \((\Phi - \Phi 1_m)V \Delta^{-1/2}\) is the transformation matrix that maps the training set into \(R(S_T^\phi)\).

An EVD of \(\tilde{S}_W^\phi\) is then performed to obtain the null subspace base \(\tilde{U}_o\), such that \(\text{EVD}(\tilde{S}_W^\phi) : \tilde{U} \tilde{U}^T = [\tilde{U}_r \tilde{U}_o] \text{diag}(\tilde{\Lambda}_r, \tilde{\Lambda}_o) [\tilde{U}_r \tilde{U}_o]^T\). \(\tilde{U}_r\) are the \(r_o\) normalized eigenvectors associated to the null eigenvalues in \(\tilde{\Lambda}\), such that

\[
\tilde{U}_o^T S_B^\phi \tilde{U}_o = \tilde{U}_o^T S_o^\phi \tilde{U}_o. \tag{11}
\]

The re-mapping matrix \(W\) is calculated as: \(W = (\Phi - \Phi 1_m)V \Delta^{-1/2}\tilde{U}_o\), and the nonlinear discriminative common vectors are obtained by: \(x^{1}_{kdcv} = W^T \tilde{x}_j\), \((V \Delta^{-1/2}\tilde{U}_o)^T \tilde{K}\).

Regarding its computational complexity, the asymptotic cost of the KDCV-KT is dominated by \(O(9m^3)\).

3 Kernel Generalized Discriminative Common Vectors

In this section we present the main two contributions of this paper, which are the extension of the GDCV for non linear cases using the Kernel Trick first, and by means of the Nonlinear Projection Trick later.
3.1 KGDCV by applying the Kernel Trick

Equation (11) is not true for 0 < \alpha < 1, values, since
[\bar{\mathbf{U}}_0 \bar{\mathbf{U}}_r]^T \bar{\mathbf{S}}^\phi_B [\bar{\mathbf{U}}_o \bar{\mathbf{U}}_r] \neq [\bar{\mathbf{U}}_o \bar{\mathbf{U}}_r]^T \bar{\mathbf{S}}^\phi_B [\bar{\mathbf{U}}_o \bar{\mathbf{U}}_r]. For
convenience, let us use \bar{\mathbf{U}}_{1-\alpha} = [\bar{\mathbf{U}}_0 \bar{\mathbf{U}}_r] to denote the
extended null space, similarly to \bar{\mathbf{U}}_\alpha was used to denote the
restricted range space. \bar{\mathbf{U}}_{1-\alpha} spans the null space with the
normalized eigenvectors \bar{\mathbf{U}}_o of \bar{\mathbf{S}}^\phi_B associated to
the null eigenvalues plus the normalized eigenvectors \bar{\mathbf{U}}_r associated to
the smallest r’ non-zero eigenvalues. In this case the dimension of W
will not be limited to (c – 1) and it will grow rapidly with \alpha.

To avoid this rapid grow and limit the final dimension to (c – 1), the \tilde{\mathbf{U}}^{\phi}_1 \mathbf{S}^\phi_B \mathbf{U}_{1-\alpha} matrix is
eigen-decomposed in Y \mathbf{D}^{1/2} Y^T, as in [4]. This is equivalent to
consider only the average vectors of each class \bar{\mathbf{x}}^j in the
high-dimensional space defined by the kernel \phi. In this
way, the final re-mapping matrix is defined, similarly to
KDCV, as:

\begin{equation}
W = (\Phi - \Phi_{1d}) V \mathbf{D}^{1/2} \tilde{\mathbf{U}}_{1-\alpha} Y .
\end{equation}

When new samples need to be re-projected in the
subspace, as the testing samples \mathbf{x}_{test} in a classification
pipeline, the kernel matrix \mathbf{K}_{test} is first calculated with
entries \mathbf{k}(\bar{\mathbf{x}}_j, \mathbf{x}_{test}) = \phi(\bar{\mathbf{x}}_j), \phi(\mathbf{x}_{test}). Then, the test
sample can be re-projected as:

\begin{equation}
x_{test}^\phi = (V \mathbf{D}^{1/2} \tilde{\mathbf{U}}_{1-\alpha} Y)^T (\mathbf{K}_{test} - \mathbf{K}_{Y1}' - 1_m \mathbf{K}_{test} + 1_m \mathbf{K}_{Y1})
\end{equation}

where 1_m = (1/m)_{m \times p}.

Conventionally, if a nearest neighbor classifier is
applied, the test label is allocated from the minimum
distance between the re-projected sample \mathbf{x}_{test}^\phi and the
nonlinear generalized discriminative common vectors
\mathbf{x}_{kgdcv}^j:

\begin{equation}
\text{\text{label}}_{test} = \arg \min_{j \in [1,c]} \|x_{test}^\phi - x_j^\phi\|
\end{equation}

Alternatively, all training samples \mathbf{x}_j can be re-projected
to take into account the variability of each class in the
new space, and then the classifier is used.

The KGDCV algorithm is presented in Algorithm [1]

The asymptotic cost of the KGDCV-KT is domi-
nated by \(O(9m^3)\), like in the KDCV method.

3.2 KGDCV by applying the Nonlinear Projection Trick

While KGDCV-KT allows both addressing non-linearly
separable spaces and dealing with the SSS singularity,

it also implies an increase in the computational complexity
regarding the linear case. As alternative, we propo-
se a second KGDCV method that applies the Nonlin-
erar Projection Trick (NPT) [10] to compute the same
feature space in a more efficient manner. Thus, our
KGDCV explicitly maps the input space into the re-
duced kernel feature space. This is achieved by the
eigenvalue decomposition of the kernel matrix that al-
lows deriving an exact coordinates of the mapped input
data.

N. Kwak [10] demonstrated that applying a machine
learning algorithm to the re-projected data on a kernel
Hilbert space \(\Phi(\mathbf{X})\), whose coordinates \mathbf{X}_o are obtained
using the NPT, is equivalent to apply a kernel version of
the machine learning algorithm to the original data in
the input space. Therefore, applying the linear method
to \mathbf{X}_o is equivalent to apply the kernel method to \(\mathbf{X}\),
\(GDCV(X_o) \equiv KGDCV(X)\).

Let \(I\) be an r-dimensional subspace of the feature
space formed by the mapped training samples \(\Phi(\mathbf{X})\).
The columns of \(\beta = \Phi(\mathbf{X}) V \Delta\) constitute an orthono-
mal base of \(I\), where \(V\) and \(\Delta\) are obtained by the
eigen-decomposition of \(\mathbf{K}(\mathbf{X}) = \phi(\Phi(\mathbf{X}), \Phi(\mathbf{X})) =
\mathbf{V} \Delta \mathbf{V}^T\), such that the exact coordinate \(\mathbf{X}_o\) of \(\Phi(\mathbf{X})\) pro-


\begin{algorithm}
\caption{KGDCV Algorithm by using Kernel Trick}
\begin{algorithmic}
\State \textbf{Parameter:} \(\alpha, 0 \leq \alpha < 1\)
\State \textbf{Input:} \(X \in \mathbb{R}^{d \times m}; m = \sum_{j=1}^c m_j\)
\State \textbf{Output:} \(W \in \mathbb{R}^{d \times (c-1)}\)
\State \textbf{TRAINING}
\State 1. Compute the kernel matrix \(K = \Phi^T \Phi\) (usually a radial kernel) \textbf{with entries} \(k(\mathbf{x}_i, \mathbf{x}_j) = \phi(\mathbf{x}_i) \phi(\mathbf{x}_j) = \exp\left(-\frac{\|\mathbf{x}_i - \mathbf{x}_j\|^2}{2\sigma^2}\right)\).
\State 2. Center the training kernel \(\tilde{K} = K - \mathbf{I}_m K - K \mathbf{I}_m + 1_m K 1_m\).
\State 3. Calculate the normalized eigenvectors associated with the nonzero eigenvalues of \(\tilde{K}\), such that \(EVD(\tilde{K})\), \(V \Delta V^T \in \mathbb{R}^{(m \times m)}\).
\State 4. Calculate \(\bar{S}^\phi_W = \Delta^{-1/2} V^T \tilde{K} \Delta V^{-1/2}\).
\State 5. Calculate \(\tilde{\mathbf{U}}_{1-\alpha} = \text{EVD}(\bar{S}^\phi_W)\).
\State 6. Calculate \(\mathbf{Y}\) from \(EVD(\tilde{\mathbf{U}}_{1-\alpha}^T \bar{S}^\phi_B \tilde{\mathbf{U}}_{1-\alpha})\); \(Y \Delta V^T\).
\State 7. Calculate the final re-mapping matrix as \(W = (\Phi - \Phi_{1d}) \Delta^{-1/2} \tilde{\mathbf{U}}_{1-\alpha} \mathbf{Y}\).
\State 8. Obtain the nonlinear generalized discriminative common vectors as \(x_{kgdcv}^j = (V \Delta^{-1/2} \tilde{\mathbf{U}}_{1-\alpha} \mathbf{Y})^T \tilde{\mathbf{U}}_j\).
\State \textbf{TESTING}
\State 9. Compute the kernel matrix \(K_{test} = \mathbf{K}_{test} - \mathbf{K}_{Y1}' - 1_m \mathbf{K}_{test} + 1_m \mathbf{K}_{Y1}'\).
\State 10. Center the testing kernel \(\tilde{K}_{test} = K_{test} - K_{Y1}' - 1_m K_{test} + 1_m K_{Y1}'\).
\State 11. Map the testing sample as \(x_{test}^\phi = (V \mathbf{D}^{1/2} \tilde{\mathbf{U}}_{1-\alpha} \mathbf{Y})^T \tilde{\mathbf{U}}_{test}\).
\State 12. Predict the classification label, normally as:
\end{algorithmic}
\end{algorithm}
Xo := < β, Φ(X) >= \Delta^{-1/2}V^TK(X) \quad (15)

The full KGDCV-NPT algorithm is described in Algorithm 2.

**Algorithm 2 KGDCV Algorithm by using Nonlinear Projection Trick**

- **Parameter:** α, 0 < α < 1
- **Input:** X ∈ \mathbb{R}^{d \times m}, m = \sum_{j=1}^{m_j} m_j
- **Output:** W ∈ \mathbb{R}^{d \times (c-1)}, ∆ ∈ \mathbb{R}^{r \times r}, V ∈ \mathbb{R}^{m \times r}

**TRAINING**
1. Compute the kernel matrix \( K = \Phi^T \Phi \) (usually a radial kernel) with entries \( k(x_i, x_j) = \phi(x_i), \phi(x_j) = \exp\left(-\frac{\|x_i - x_j\|^2}{\sigma^2}\right) \).
2. Center the training kernel \( \tilde{K} = K - 1_m K - K 1_m + 1_m K 1_m \).
3. Calculate the normalized eigenvectors associated with the nonzero eigenvalues of \( \tilde{K} \), such that \( \text{EVD}(\tilde{K}) : V \Delta V^T \in (m \times m) \).
4. Calculate the coordinates \( Xo = \Delta^{-1/2}V^T\tilde{K} \).
5. Calculate GDCV(Xo): \((W, x_{kgdcv}^j)\).
6. Obtain the nonlinear generalized discriminative common vectors as \( x_{kgdcv}^j = W^Tx_{kgdcv}^j \).

**TESTING**

Given a new testing sample \( x_{test} \),
7. Compute the kernel matrix \( K^{test}(x_j^i, x_{test}) = \exp\left(-\frac{\|x_j^i - x_{test}\|^2}{\sigma^2}\right) \).
8. Center the testing kernel \( \tilde{K}^{test} = K^{test} - KV_m - V 1_m K^{test} + V 1_m K 1_m \).
9. Calculate the coordinate \( Xo^{test} = \Delta^{-1/2}V^T\tilde{K}^{test} \).
10. Compute the generalized discriminant features as \( x_{test}^{\phi} = W^TXo^{test} \).
11. Predict the classification label, normally as:
   \[ \text{labels}_{test} = \arg \min_{j \in [1,c]} \|x_{test}^{\phi} - x_{kgdcv}^j\| \]

The asymptotic cost of the KGDCV-NPT is dominated by \( O(sm^3) \), from the eigendecomposition of \( \tilde{K} \) and the GDCV(Xo).

### 4 Experiments and Results

In this section we present the experimental results carried on to validate our proposed approaches.

#### 4.1 Datasets and Experimental setup

In our experimental setup, a simple 1-Nearest Neighbors classifier is employed as classifier, using the Euclidean distance between the trained nonlinear generalized discriminative common vectors and the projected test samples, as described in eq. 14. The simplicity of the classifier is justified for our aim to demonstrate the accuracy and approximation of our method to obtain a re-mapping into another space where the relevant information is easily separable into the different classes. This choice is also supported by the literature [16,25] as a common practice. To validate the advantages of our KGDCV approaches, we have selected four publicly available image classification datasets containing faces, objects and handwritten digits for training and testing. The table in Figure 3 shows the main characteristics of the datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>c</th>
<th>m_j</th>
<th>Variability type</th>
</tr>
</thead>
<tbody>
<tr>
<td>ALL-NG</td>
<td>95</td>
<td>50</td>
<td>Faces - pose &amp; light &amp; noise</td>
</tr>
<tr>
<td>COIL-100</td>
<td>100</td>
<td>72</td>
<td>Objects - pose</td>
</tr>
<tr>
<td>NIST</td>
<td>10</td>
<td>100</td>
<td>handwritten digits - different writers</td>
</tr>
<tr>
<td>USPS</td>
<td>10</td>
<td>100</td>
<td>handwritten digits - different writers</td>
</tr>
</tbody>
</table>

**Fig. 3:** Datasets used in our evaluation along with their corresponding details. \( c \) is the number of classes. \( m_j \) is the number of samples per class.

ALL-NG is composed of a random selection of 10 face samples per class from the facial databases AR Face [18], ORL [20], Yale [12] and UMIST [26], totaling 95 classes. Images were resized to 40 × 40 pixels and they include changes of expression, lighting and pose. Gaussian noise with 4 different variance levels -0.02, 0.04, 0.06 and 0.08- was added to the 10 standardized original images of each subject, generating a total of 50 samples per class.

COIL-100 [19] is a database comprising 100 different classes of objects. Each class contains 72 grayscale images of the same object from poses 0 to 355 with a pose interval of 5 degrees. Images have a resolution of 128 × 128.

NIST is a database of gray-scale handwritten digits from 0 to 9. Image resolution is 32 × 32 This is derived from the NIST32 database available in prtools [13]. For each class, 100 samples were randomly selected from the total like in [10]. The original binary images were converted to gray levels using the distance transformation [13,15].

USPS dataset [2] is a numerical dataset collected by scanning handwritten digits from envelopes by the U.S.
Postal Service. The original scanned digits are binary and have different sizes and orientations. The images were converted to gray-scale, as in NIST, and resized to $16 \times 16$.

As kernel function, a Gaussian radial kernel function is used in all experiments as in $\sigma = 170$ for COIL-100, $\sigma = 20$ to USPS.

To validate the discriminative properties and compare the computational efficiency of the methods, three experiments are considered:

1. **KGDCV performance analysis over both the training set size and the $\alpha$ value**: The accuracy rate for KGDCV is computed as a function of both parameters, the training set size and the $\alpha$ value.

2. **Comparative analysis in the SSS vicinity over $\alpha$**: Our KGDCV-KT and KGDCV-NPT are compared against the linear methods DCV and GDCV and non-linear KDCV, both in terms of CPU time and classification accuracy. A small fixed training set is chosen so that the generalization ability of the method can be evaluated in the vicinity of the SSS problem, SSS singularity and low dimensional null spaces. Specifically, $m_j = 13$ per class is chosen for all datasets. Performance is analysed as a function of the variance added to the final subspace $\alpha$, decreasing from 0 to 0.5 in steps of 0.05.

3. **Overall comparative analysis over the training size**: Our KGDCV-KT and KGDCV-NPT are compared against the linear method GDCV and state-of-art non-linear methods KDCV, KICA [17], KDAQR [27] and KDASR [3], both in terms of CPU time and classification accuracy. To validate the performance in all possible cases, the training set was varied from 3 samples per class up to the maximum. $\alpha$ value was chosen empirically from the previous experiment as a good compromise between time and accuracy ($\alpha_{ALL-NG} = 0.1$, $\alpha_{COIL-100} = 0.05$, $\alpha_{NIST} = 0.15$, and $\alpha_{USPS} = 0.05$).

Training set is composed by the 70% of the samples of each class, and the remaining 30% is used as test set. In the last two scenarios, cross validation is applied as evaluation protocol to avoid bias to a particular training/testing split, where the experiment is run 10 times with different random training/testing sample choices. Graphs show the average result over the iterations as well as dispersion bars. All algorithms have been run on a computer with an Intel(R) Core(TM) i7-4790 CPU @ 3.60GHz, 3601 Mhz, and 32-GB RAM.

4.2 Results

In the following we present the results for the three experiments.

4.2.1 KGDCV performance analysis over both the training set size and the $\alpha$ value

Figure 1 presents the accuracy rate as a function of the number of training samples per class (x-axis) and the variance added ($\alpha$) (y-axis). We can observe that, as expected in any classifier, the higher the number of training samples is, the better the accuracy rate of both KDCV ($\alpha = 0$) and KGDCV ($0 < \alpha < 1$) results. Both KGDCV-KT and KGDCV-NPT provided identical accuracy results. In addition, for a given number of training samples, the accuracy of KGDCV does not vary significantly when modifying the variance added to the final subspace. This gives and additional advantage to our methodology since it makes the parameter $\alpha$ easy to tune.

4.2.2 Comparative analysis in the SSS vicinity over $\alpha$

Figure 2 depicts the comparison in accuracy for KGDCV-KT, KGDCV-NPT, DCV, GDCV and KDCV in all datasets. Both linear DCV and non-linear KDCV are presented by a single dot, since $\alpha = 0$ in these methods. Our KGDCV achieved the best performance of all methods in all cases, with both KGDCV-KT and KGDCV-NPT approaches given the exactly same accuracy value. From the results, it is observed, that non-linear kernel methods present better results than linear ones (KDCV $\geq$ DCV, KGDCV $\geq$ KDCV). It can also be noticed that the better generalisation properties from the extended null space in GDCV and KGDCV is reflected on an improvement in accuracy in most datasets (GDCV $>$ DCV, KGDCV $>$ KDCV). Although this effect is more clearly evident in the linear versions for having more space for improving. As a result, we can conclude that KGDCV outperforms or obtain the same results than KDCV, DCV and GDCV. Finally, accuracy does not vary significantly with $\alpha$, which makes its tuning easy and less sensitive than in GDCV.

Regarding the CPU time, Figure 6 shows several interesting observations. In spite of their good discriminative performance, KDCV and KGDCV-KT exhibit the largest computational time due to the Kernel Trick.
implementation. However, our proposed KGDCV-NPT shows a drastic reduction on CPU time regarding the other non-linear methods, as expected from the discussion on computational complexity in sections 3.1 and 3.2 due to the different but more efficient computation of the re-mapping matrix. KGDCV-NPT also achieves a similar or even lower cost than linear methods as DCV and GDCV. Although this may seems counterintuitive since KGDCV applies a GDCV as part of its algorithm -see Algorithm 2, step 5-, this is explained by the smaller size of the matrix $Xo$ comparing to $X$. In general, non-generalized approaches are more expensive than the generalized ones (DCV > GDCV, KDCV > KGDCV) since the generalized approached reduces the dimensions of the range space involved in the calculations. Similarly to the accuracy analysis, the parameter $\alpha$ has a negligible effect on the CPU time, without any negative influence.

As conclusion of this experiment, our proposed KGDCV - NPT shows the best discriminative performance in terms of accuracy with the lowest computational time among all tested methods. It achieves a considerable computational gain without compromising the accuracy of the model regarding the KT approach.

4.2.3 Overall comparative analysis over the training size

Here we validate the accuracy rate and the CPU time of the both approaches, KGDCV by KT and NPT, regarding to the linear GDCV, KICA [17], KDAQR [27] and KDASR [3] methods, to a fixed $\alpha$ and an increasing training set size. The values of $\alpha$ are 0.9, 0.95, 0.95 and 0.85 to the ALL-NG, COIL-40/30, USPS and to NIST, respectively. In this final experiment, our proposed KGDCV is compared against other state-of-art
Fig. 5: Discriminative performance comparison of accuracy over $\alpha$ between KGDCV-KT, KGDCV-NPT, DCV, GDCV and KDCV.

non-linear subspace learning methods based on different reductions. Linear GDCV is added as baseline to show the relative improvement achieved by non-linear techniques. Accuracy rates and CPU times of this comparison for all the four datasets are presented in Figures 7 and 8, respectively. The training set size is varied from the minimum possible to the maximum available in all datasets in order to validate the comparison under the most possible cases.

From these results, similar conclusions can be extracted as in the previous experiment. First, KGDCV achieves the best accuracy of all methods in the comparison for all datasets and training set sizes. Furthermore, the variant KGDCV-NPT also achieves the lowest computational cost of all non-linear methods. This difference is bigger as more training samples are available. As in Figure 8, KGDCV-NPT computational cost is also similar or lower than the linear GDCV, but only while $d > m$. For this reason, ALL-NG and USPS dataset, the biggest ones in number of samples with the smallest dimensionalities, exhibit a lower computation cost for GDCV from a certain amount of training samples onwards, due to the change in the relationship between $d$ and $m$. KDASR is the second best method in the comparison both in time and accuracy, but the difference with KGDCV-NPT is clear. All non-linear approaches overperform GDCV in accuracy, but at the expense of computational cost, with the exception of our efficient KGDCV-NPT implementation.
5 Conclusions

In this paper, our method Kernel Generalized Discriminative Common Vectors (KGDCV) was presented as an approach to non-linear discriminant feature extraction. Our method combines the advantages of KDCV for non-linear spaces with the advantages of GDCV for better generalisation properties without restrictions on the training set size and lower computational complexity. Thus, KGDCV can be understood as a new extension of GDCV with kernels or as a novel generalization of KDCV.

Two different approaches to KGDCV were proposed, one based on the kernel trick (KT) and a second one based on the nonlinear projection trick (NPT) for higher efficiency.

Our method was validated on four different image datasets containing faces, objects and handwritten digits and compared against non-linear state-of-art methods as well as all the methods from which KGDCV is derived. In all tested cases, KGDCV approaches were the most discriminant methods in terms of accuracy. Moreover, our KGDCV-NPT showed simultaneously the best discriminative performance and the lowest computational time among all tested methods.
Fig. 7: Discriminative performance of accuracy over the training set size between KGDCV-KT, KGDCV-NPT, GDCV, KICA [17], KDAQR [27] and KDASR [3].

Appendix

A Table 1 presents the list of acronyms of the document.
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Fig. 8: Comparison of the CPU training time over the training set size between KGDCV-KT, KGDCV-NPT, GDCV, KICA [17], KDAQR [27] and KDASR [3].

Table 1: List of acronyms.

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>KT</td>
<td>Kernel Trick</td>
</tr>
<tr>
<td>NPT</td>
<td>Nonlinear Projection Trick</td>
</tr>
<tr>
<td>SSS</td>
<td>Small Sample Size problem</td>
</tr>
<tr>
<td>EVD</td>
<td>Eigen-Value/Vector Decomposition</td>
</tr>
<tr>
<td>DCV</td>
<td>Discriminative Common Vectors</td>
</tr>
<tr>
<td>GDCV</td>
<td>Generalized Discriminative Common Vectors</td>
</tr>
<tr>
<td>KDCV</td>
<td>Kernel Discriminative Common Vectors</td>
</tr>
<tr>
<td>KGDCV</td>
<td>Kernel Generalized Discriminative Common Vectors</td>
</tr>
<tr>
<td>KICA</td>
<td>Kernel Independent Component Analysis</td>
</tr>
<tr>
<td>KDAQR</td>
<td>Kernel Discriminant Analysis by using QR decomposition</td>
</tr>
<tr>
<td>KDASR</td>
<td>Kernel Discriminant Analysis by using Spectral Regression</td>
</tr>
<tr>
<td>KDCV-KT</td>
<td>KDCV by using Kernel Trick</td>
</tr>
<tr>
<td>KGDCV-KT</td>
<td>KGDCV by using Kernel Trick</td>
</tr>
<tr>
<td>KDCV-NPT</td>
<td>KDCV by using Nonlinear Projection Trick</td>
</tr>
<tr>
<td>KGDCV-NPT</td>
<td>KGDCV by using Nonlinear Projection Trick</td>
</tr>
</tbody>
</table>
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