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The description of the dynamics of an electron in an external electromagnetic field of arbitrary intensity is one of the most fundamental outstanding problems in electrodynamics. Remarkably, to date, there is no unanimously accepted theoretical solution for ultrahigh intensities and little or no experimental data. The basic challenge is the inclusion of the self-interaction of the electron with the field emitted by the electron itself—the so-called radiation reaction force. We report here on the experimental evidence of strong radiation reaction, in an all-optical experiment, during the propagation of highly relativistic electrons (maximum energy exceeding 2 GeV) through the field of an ultraintense laser (peak intensity of \(4 \times 10^{20} \text{ W/cm}^2\)). In their own rest frame, the highest-energy electrons experience an electric field as high as one quarter of the critical field of quantum electrodynamics and are seen to lose up to 30% of their kinetic energy during the propagation through the laser field. The experimental data show signatures of quantum effects in the electron dynamics in the external laser field, potentially showing departures from the constant cross field approximation.
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I. INTRODUCTION

In the realm of classical electrodynamics, the problem of radiation reaction (RR) is satisfactorily described by the Landau-Lifshitz (LL) equation [1], which has been theoretically demonstrated to be the self-consistent classical equation of motion for a charged particle [1,2]. However, when the electron experiences extremely intense fields, the LL equation may no longer be assumed valid [3]. A full quantum description is thus required, and this is currently the subject of active theoretical research (see, for instance, Refs. [3–10]). Purely quantum effects can be triggered in these conditions, including the stochastic nature of photon emission [5,6], a hard cutoff in the maximum energy of the emitted photons [9], and pair production [10]. Besides the intrinsic fundamental interest in investigating this regime in laboratory experiments, RR is often invoked to explain the radiative properties of powerful astrophysical objects, such as pulsars and quasars [11,12]. A detailed characterization of RR is also important...
for a correct description of high-field experiments using the next generation of multipetawatt laser facilities, such as the Extreme Light Infrastructure [13,14], Apollon [15], Vulcan 20PW [16], and XCELS [17], where focused intensities exceeding $10^{23}$ W/cm$^2$ are expected.

The LL equation is obtained assuming that the electromagnetic field in the rest frame of the electron is much smaller than the classical critical field $F_0 = 4\pi\epsilon_0 m_e c^3 / \alpha^3 \approx 1.8 \times 10^{20}$ V/m [1] and constant over distances of the order of the classical electron radius $r_0 = c^2 / 4\pi\epsilon_0 m_e c^2 \approx 2.8 \times 10^{-15}$ m. These conditions are automatically satisfied in classical electrodynamics since quantum effects are negligible as long as the rest frame fields are much smaller than the critical field of quantum electrodynamics (QED) $F_{cr} = \alpha F_0 \approx 1.3 \times 10^{18}$ V/m $\ll F_0$ [9] and remain constant over distances of the order of the reduced Compton wavelength $\lambda_C = r_0 / \alpha \approx 3.9 \times 10^{-13}$ m $\gg r_0$ ($\alpha \approx 1/137$ is the fine structure constant).

An electric field with amplitude of the order of the critical field $F_{cr}$ is able to impart an energy of the order of $mc^2$ to an electron over a length of the order of $\lambda_C$. If the amplitude of the laser field in the rest frame of the electron is of the order of $F_{cr}$, the quantum recoil undergone by the electron when it emits a photon is, thus, not negligible [10]. Also, if the laser wavelength in the rest frame of the electron is of the order of $\lambda_C$, then already the absorption of a single laser photon would impart to the electron a recoil comparable with its rest energy. Even for GeV electrons with Lorentz factor $\gamma_e \gtrsim 2000$, the micron-scale wavelength of typical high-power laser systems ($\lambda_L \approx 0.8-1 \mu$m) implies that the only relevant condition on classicality is on the laser field amplitude $F_L$, which, for a plane wave, can be expressed by stating that the quantum parameter $\chi \approx (1 - \cos \theta) \gamma_e F_L / F_{cr}$ has to be much smaller than unity. Here, $\theta$ is the angle between the laser propagation direction and the electron momentum in the laboratory frame. Thus, the validity of the LL approach can be expected to break down when quantum effects on the electron’s motion become important, i.e., when $\chi$ becomes a sizable fraction of unity. In the intense fields that can be created by modern-day lasers, one must also account for the possibility of multiple laser photons being absorbed and resulting in the emission of a single high-energy photon by the electron. For each photon formation length, the number of absorbed photons per electron is of the order of the laser dimensionless amplitude $a_0 = eF_L \lambda_L / 2\pi m_e c^2$ [10]. Available lasers can now easily reach $a_0 \gg 1$, thus allowing for experimental investigations of this strong-field quantum regime.

The multi-GeV electrons available at accelerator laboratories worldwide would provide an excellent basis for RR studies in the nonlinear and quantum regime, but are rarely available concurrently with ultraintense lasers. The development of compact laser-driven wakefield accelerators (LWFA) [18] provides a well-suited alternative, since it allows GeV electron beams to be generated directly at high power laser laboratories capable of achieving field strengths of $a_0 \gg 1$ [19–21]. The plausibility of such an experimental approach is evidenced by the observation of nonlinearities in Compton scattering in previous experimental campaigns [22–24], motivating the study reported here.

To date, only one laser-based experimental campaign has reached a sizable fraction of the Schwinger field in the rest frame of an electron ($\chi \approx 0.2$) [25,26]. While these experiments gave evidence of nonlinearities in Compton scattering [25] and generation of electron-positron pairs [26], no measurements were performed to directly assess the level of RR in the spectrum of the scattered electron beam. Moreover, despite the high field achieved in the electron rest frame, the relatively low intensity of the scattering laser ($a_0 \approx 0.3–0.4$) implies that single photon absorption was the dominant absorption mechanism in the electron dynamics in the field. In other words, nonlinearities only occurred perturbatively; the relative strength of the emission of the $n$th harmonic scales as $a_0^n$, implying that nonlinear Compton scattering was strongly suppressed. In our experimental configuration, a much higher laser intensity ($a_0 \approx 10$) allowed a strongly nonlinear regime of RR to be accessed (i.e., multiphoton absorption even within a single photon formation length).

We report here on substantial energy loss (up to 30%) experienced by a laser-driven multi-GeV electron beam (maximum Lorentz factor $\gamma_e > 4 \times 10^5$) [27] during its propagation through the focus of a high-intensity laser (dimensionless amplitude $a_0 \approx 10$). A stable regime of laser-driven electron acceleration, obtained using gas-cell targets, allowed us to directly compare the spectrum of the electrons before and after the interaction with the laser. This provides a detailed test of different models of radiation reaction in an electric field that is a sizable fraction (up to 25%) of the Schwinger field, distinguishing these results from others recently published in the literature [28]. Best agreement with the experimental data is found for a semiclassical model that weights the LL equation with the ratio between the quantum and classical synchrotron emission spectrum (coefficient of determination $R^2 = 96\%$, against $R^2 = 87\%$ for the LL), indicating the emergence of quantum effects in the electron dynamics. A residual mismatch between the semiclassical model and the experimental data at low energies could be explained by a potential departure from the realm of validity of the constant cross field approximation (CCFA), an approximation commonly used in modeling the quantum emission of an electron in an external electromagnetic field.

II. EXPERIMENTAL SETUP

The experimental setup is shown schematically in Fig. 1(a). One of the twin laser beams of the Astra Gemini laser system [driver laser in Fig. 1(a)], was focused at the entrance of a helium-filled gas cell in order to accelerate a multi-GeV electron beam, via the laser
wakefield acceleration mechanism [18,27]. The gas cell was operated at a backing pressure of 60 mbar that, once fully ionized, corresponds to an electron density of $2 \times 10^{18}$ cm$^{-3}$. The laser with a pulse duration of $(40 \pm 3)$ fs was focused using an $f/40$ spherical mirror down to a focal spot with a full width at half maximum (FWHM), along the two axes, of $\sigma_x = (59 \pm 2) \mu$m and $\sigma_y = (67 \pm 2) \mu$m containing 9 J (normalized intensity of $a_0 \approx 1.7$).

The laser-driven wakefields in the plasma accelerated the electron beam in the blow-out regime [18], producing stable beams with a broad energy spectrum exceeding 2 GeV ($\gamma_e \approx 4 \times 10^3$) [27]. The electron spectra were recorded by a magnetic spectrometer consisting of a 15-cm-long dipole magnet with a peak magnetic field of 1.0 T and a LANEX scintillator screen placed 2 m away from the gas cell. The minimum electron energy recorded on the LANEX screen in this configuration was 350 MeV, and its energy resolution is of the order of $\delta E/E \approx 5\%$ for an electron energy of 1.5 GeV.

The electron beam source size can be estimated to be $D_e \leq 1 \mu$m, as deduced by rescaling the size of typical betatron sources in similar conditions [29]. The energy-dependent beam divergence was determined by measuring the beam width perpendicular to the direction of dispersion on the electron spectrometer screen 2 m downstream from the gas cell. For electron energies exceeding 1 GeV, the divergence is measured to be $\theta_e = (0.70 \pm 0.05)$ mrad.

Even though this gives, in principle, only the divergence along one of the transverse dimensions of the beam, the regime of laser wakefield we are operating in generates accelerating fields with a radially symmetric distribution [18]. This in turn results in cylindrically symmetric electron beams, as confirmed by our analysis [30]. The detailed energy-dependent divergence measured in the experiment was used as an input for the numerical simulations discussed later in the article. Measurements of the pointing fluctuation of the laser-driven electron beam indicate, as an average over 100 consecutive shots, an approximately Gaussian distribution (confidence of 95% from the Kolmogorov-Smirnov test) centered on the laser propagation axis with a standard deviation of $(3.2 \pm 0.8)$ mrad [30]. The use of a gas-cell target, instead of a gas jet reported elsewhere [28] for similar experimental conditions, results in better shot-to-shot stability in the electron spectrum [31,32], with the maximum energy of the electrons closely related to the energy of the drive laser, as discussed in the next section. Moreover, it allowed much higher electron energies to be reached and, therefore, a much higher fraction of the Schwinger field in the electron rest frame.

The second laser beam [scattering laser in Fig. 1(a)] was focused, using an $f/2$ off-axis parabola with a concentric $f/7$ hole (energy loss of 10%), 1 cm downstream of the exit.
of the gas cell exactly counterpropagating with respect to the laser-wakefield accelerated electron beam. On-shot measurements of the laser temporal profile using a frequency resolved optical gating (FROG) device indicate a Gaussian distribution with a duration of (42 ± 3) fs. The energy contained in the laser after compression was measured, for each shot, by integrating the beam near-field on a camera that was previously absolutely calibrated against an energy meter, giving a value of (8.8 ± 0.7) J. The radial distribution of the laser intensity at focus is shown in Fig. 1(b), and it arises from an average of ten consecutive measurements at low power (spatial resolution of the detector of 0.2 μm/pixel). Independent measurements of the intensity profile at low power and full power indicate a broadening of the focal spot radius of the order of 10% in the latter case [33]. This effect is taken into account in the computed transverse laser field distribution shown in Fig. 1(c).

The scattering and driver laser are linearly polarized along perpendicular axes (horizontal and vertical, respectively) in order to further reduce risks of backpropagation of the lasers in the amplification chains. However, numerical simulations show that the particular polarization axes used in the experiment are virtually irrelevant in determining the energy loss experienced by the electrons. Both lasers are generated from the same oscillator and synchronized using a spectral interferometry technique discussed in Ref. [34] and already used in a similar experimental setup [22]. This system had a temporal resolution of approximately 40 fs. Because of the inherent lag of the laser-accelerated electron beam in respect to the driver laser, the scattering laser has defocused for approximately 64 fs before interacting with the electrons [18,27]. At this time delay, the scattering laser has a rather flat profile, with a peak $a_0$ of the order of 10 and a full width at half maximum of 7 μm [see Fig. 1(c)].

The energy contained in the Compton-generated γ-ray beam was measured using a 5-cm-thick caesium-iodide (CsI) scintillator placed, on-axis, 4 m downstream of the electron-laser interaction point. The transverse diameter of each scintillation rod is 5 mm, implying an angular resolution of the order of 1.25 mrad. The energy deposited on the scintillator, modeled with FLUKA [35] simulations, is almost linear in the range 10–400 MeV and best fitted ($R^2 = 95\%$) by $E_{\text{dep}} = 2.08 \times 10^{-2} E_{\text{inc}} + 0.68$ with $E_{\text{dep}}$ and $E_{\text{inc}}$ the deposited energy and the energy of the incident photon, respectively.

### III. ELECTRON-LASER OVERLAP AND STABILITY

One of the main measurables to experimentally assess the amount of RR experienced by the electron beam is the change in spectral energy density from a typical reference electron spectrum to the spectrum of the scattered electrons. In our experiment, the laser-driven electron beams [27] were obtained in a stable regime where their spectral shape was a reproducible function of the input laser energy (Fig. 2), unlike results recently reported using a gas-jet target [28].

In Fig. 2(a), we show the correlation between the energy of the laser driving the wakefield and the cutoff energy of the accelerated electron beam. The cutoff energy is defined as the energy at which the beam spectral intensity falls down to 10% of its peak value. The empty squares depict shots with the scattering laser off with a linear fit represented by the dashed blue line. The vast majority of these shots fall within 1σ (68% confidence, darker blue band in the figure), with all of them still within a 2σ band (95% confidence, lighter blue band in the figure). The color-coded circles depict instead shots with the scattering laser on. The color of each circle represents the total energy of the photon beam emitted via Compton scattering, as recorded by the CsI scintillator, normalized by the total kinetic energy in the recorded electron beam (kinetic energy exceeding 350 MeV, lower limit of the magnetic spectrometer). As discussed above, the energies of both the driver and scattering laser were measured live on each shot, allowing us to clearly identify suitable reference shots (scattering laser off) for each shot with the scattering laser on.

The intrinsic shot-to-shot pointing fluctuations of LWFA beams [30] result in a statistical fluctuation of the spatial overlap of the laser spot with the electron beam. To discern between shots of poor and good overlap, we use the energy contained in the Compton γ-ray beam generated during the interaction, an established method for this class of experiments (see, for instance, Ref. [25]). The total energy emitted via Compton scattering scales as $E_{\text{ph}} \propto \int a_0 \gamma^2 N_e(a_0) da_0$, with $N_e(a_0)$ the number of electrons interacting with a field of amplitude $a_0$ [36]. While the CsI detector did not allow for the extraction of the spectral distribution of the photon beam, the signal recorded is proportional to the total energy contained in the Compton-scattered photon beam, allowing us to discern between shots with best overlap (and, therefore, both higher energy loss in the electron beam and high photon yield) from those with poorer overlap. This is exemplified in Fig. 3(a), where the total photon yield recorded on the CsI detector is plotted against the percentage of energy loss experienced by the electron beam. The data appear to follow a linear trend, which is also reproduced by numerical simulations assuming different transverse misalignments of the electron beam with respect to the main axis of the scattering laser. These simulations are performed using a semiclassical model of radiation reaction since, as will be discussed in the following, this is the model that best reproduces our experimental data. This correlation allows us to distinguish between shots with...
good overlap [labeled c and d in Fig. 3(a)] from shots with poor overlap [such as the shot labeled b in Fig. 3(a)]. Indeed, shots with relatively low photon yield all fall within the $2\sigma$ band (lighter blue band) of the linear dependence of the electron beam cutoff energy on the energy of the driver laser. On the other hand, the two shots with the brightest photon signal [labeled with d and c in Fig. 2(a)] both fall outside the $2\sigma$ band, implying that the probability of them being just the result of a random fluctuation is smaller than 0.2%. This places high confidence that a measurement of a lower electron energy is directly related to the occurrence of strong RR.

In the following, we will then focus on three exemplary laser shots: the shot labeled d in Fig. 2(a), a good candidate for best overlap; shot e as a good candidate for a slight misalignment between the scattering laser and the electron beam; and shot b as a good candidate for poor overlap and, therefore, negligible RR. For each of these shots, we have selected the spectra of the primary electron beam whose driver laser energy falls within 0.5 J [grey bands in Fig. 2(a)] of that of the shot under interest, as reference spectra. The associated spectral densities are plotted in Figs. 2(b)–2(d). For each of these frames, the thin red lines represent single-shot spectral densities, the thick black lines represent the average, and the associated bands represent one standard deviation. As one can see, within each energy band of the driver laser energy, the electron spectral densities were remarkably stable, justifying their use as reference electron spectra for each event with the scattering laser on. In the following, our analysis will be based on single-electron spectra normalized by dividing the measured spectrum by the overall number of electrons with energy exceeding 350 MeV, in order to eliminate shot-to-shot fluctuations in the total electron number without affecting the spectral shape of the beam.

FIG. 2. Reference electron spectra. (a) Cutoff energy of the electron beam for shots with the scattering laser off (reference shots, empty squares) and on (color-coded circles). The dashed blue line represents a linear fit ($R^2 = 0.85$) for the reference shots with the lighter and darker blue bands representing regions of 95% and 68% confidence, respectively. The circles are colored according to the recorded total energy of the emitted photon beam (colorbar on the right, arbitrary units). The shots analyzed in the manuscript showing strong (d), weak (c), and negligible (b) radiation reaction are also labeled. The grey bands represent regions from where the reference shots for each of the analyzed shots have been selected. (b) Initial electron spectra (scattering laser off) for a laser energy between 14.2 and 15.7 J. (c) Initial electron spectra (scattering laser off) for a laser energy between 12.9 and 13.9 J. (d) Initial electron spectra (scattering laser off) for a laser energy between 12.1 and 13.1 J. In frames (b)–(d), thin red lines represent single shots, thick black lines represent an average, and the associated bands represent one standard deviation.
IV. ELECTRON ENERGY LOSS: EXPERIMENTAL RESULTS

We will now focus our attention only on shots where the CsI detector indicates best overlap between the high-energy component of the electron beam and the scattering laser [shots c and d in Fig. 3(a)]. A comparison between the measured spectral energy density of the initial (scattering laser off) and scattered (scattering laser on) electron beam for conditions of best overlap [shot d in Fig. 2(a)] is shown in Fig. 3(d). The corresponding single-shot spectral energy densities and the associated uncertainties for the reference electron beams are shown in Fig. 3(d) and exhibit a spectral peak at approximately 1.2 GeV. The spectral energy density of the electrons after the interaction with the scattering laser beam [red line in Fig. 3(d)] not only shows a reduction in the cutoff energy but also a significant change in spectral shape, with virtually no electrons with an energy exceeding 1.6 GeV. Moreover, the local maximum in the spectrum is now shifted down to an energy of approximately 1 GeV, and there is clear accumulation of electrons at lower energies, suggesting a net energy loss for the highest-energy electrons of the order of 30%. On the other hand, a comparison between the scattered and reference electron spectral density for a shot with lower yield [labeled as c in Fig. 2(a)] clearly evidences a lower amount of energy loss [of the order of 20%, frame 3(c)], whereas a typical shot with even lower photon yield shows virtually no loss in the electron energy [frame 3(b)].

As a first remark, it is interesting to note that the overall electron energy loss, observed for conditions of best overlap, is slightly lower than a classical estimate based on the LL equation. For our experiment, we can assume a plane wave with a Gaussian temporal field profile given by exp\((-\varphi^2/\sigma_\varphi^2\)), where \(\varphi = \omega_L (t - z/c)\) is the laser phase, \(\omega_L\) is the laser angular frequency, and \(\sigma_\varphi = \omega_L t_L / \sqrt{2 \log 2}\). Here, \(t_L\) represents the FWHM of the laser intensity. In this case, and assuming \(\gamma_e \gg a_0\), the analytical solution of the LL equation [37] provides

\[
\frac{\Delta \gamma_e}{\gamma_e} \approx \frac{\sqrt{\pi} / \log 2 \tau_0 t_L \omega_L^2 \gamma_e a_0^2 / 2}{1 + \sqrt{\pi} / \log 2 \tau_0 t_L \omega_L^2 \gamma_e a_0^2 / 2}.
\]

with \(\tau_0 = 2r_0/3c \approx 6.3 \times 10^{-24} \text{ s}\), \(t_L = 42 \pm 3 \text{ fs}\) the laser duration, and \(\omega_L = 2.4 \times 10^{15} \text{ rad/s}\) the laser carrier frequency (see also Ref. [38], where there \(t_L\) corresponds to...
For $\gamma_e = 4000$ and $a_0 = 10$, the LL equation predicts an energy loss of about 40%, slightly higher than the experimental findings. We observe that under the present experimental conditions (ultrarelativistic electrons with $\gamma_e \gg a_0$ and initially counterpropagating with respect to the laser field), it is possible to approximate $\gamma_e \approx \gamma_e(1 - \frac{v_{e,z}}{c})/2$, with $v_{e,z} \approx -c$ being the electron velocity along the propagation direction of the laser field, and thus, use directly Eqs. (8) and (9) in Ref. [37] to estimate the relative energy loss. However, in order to provide a more detailed comparison with the different theoretical models of RR, an extensive series of simulations was performed assuming different radiation reaction models and will be discussed in the next section.

V. ELECTRON ENERGY LOSS: COMPARISON WITH THEORY

A quantitative comparison between the experimental data and different theoretical models of RR is shown in Fig. 4. Here, the normalized experimental spectral energy density of the scattered electrons in conditions of best overlap is compared with the corresponding theoretical curves obtained by simulating the effect of the scattering laser on reference spectra using different models and both a multiparticle code and a particle-in-cell (PIC) code. For each frame in the figure, the error bands of the multiparticle code correspond to the uncertainties in the reference electron spectra as well as uncertainties in the intensity of the scattering laser measured for each shot ($\Delta a_0/a_0 \approx 4\%$).

The multiparticle code assumes a beam of $10^7$ electrons generated by sampling first from the experimental electron beam spectrum and then from the energy-dependent divergence, assumed to follow a Gaussian distribution with zero mean and FWHM extracted from the experimental data. The electron three-dimensional momentum was then calculated from the sampled electron energy and from the two sampled divergence angles. In order to account for the free electron propagation from the gas cell, the initial transverse electron spatial distribution was obtained...
assuming ballistic propagation of the electrons over 1 cm from a pointlike source. The longitudinal distribution of the electron beam was assumed to be Gaussian with a 12-μm FWHM, i.e., 40-fs duration. The transverse laser pulse field profile was instead obtained by fitting the experimental transverse profile [see Fig. 1(b)] with the linear superposition of two Gaussian pulses. Each Gaussian pulse was accurately modeled by including terms up to the fifth order in the diffraction angle. The resulting peak amplitude of the laser field at the focus was $a_0 \approx 22.5$, with an approximately 2.5-μm FWHM of the transverse intensity profile. The laser pulse temporal profile was Gaussian, with a 42-fs duration FWHM of the laser pulse intensity. Since the accelerated electrons lag behind the laser pulse, the head-on collision between the peak of the scattering laser and the peak of the electron beam was set to occur 64 fs after the scattering laser pulse reached the focus. This results in both a reduction of the maximal laser field at the interaction from $a_0 \approx 22.5$ to $a_0 \approx 10$ and in an increased diameter (FWHM of the intensity) from 2.5 to about 6.9 μm [see Fig. 1(c)].

These simulations were performed assuming different models, associated with different degrees of approximation in modeling RR: a perturbative method [PT, shown in Fig. 4(a)]; the Landau-Lifshitz equation [LL, shown in Fig. 4(b)]; a semiclassical model [SC, shown in Fig. 4(c)]; and a quantum electrodynamic model [QED, shown in Fig. 4(d)]. A discussion of the results predicted by each model is given below.

The PT is routinely used for modeling particle acceleration and transport in synchrotrons [39]. In this case, the electron trajectory in the field is calculated classically using the Lorentz force and the corresponding emitted energy is calculated assuming the relativistic Larmor formula. In this model, the electron energy loss is only accounted for by subtracting the total energy emitted by each electron after the propagation in the field. This model effectively ignores radiation-radiation effects during the propagation of the electron inside the beam. The model significantly fails at reproducing the experimental data for energies approximately below 1.4 GeV, as it greatly overestimates the energy loss. This is to be expected, since this model does not account for the continuous energy loss by the electron due to radiation throughout the electron propagation in the laser field and, therefore, predicts a higher emission of radiation.

The predictions of the LL model are shown in Fig. 4(b). It must be noted here that we neglect the term in the equation containing the derivatives of the electromagnetic field [40], since it is negligibly small in our experimental regime and it averages out to zero for a plane-wave pulse [37]. The LL equation is able to reproduce the experimental data more closely, if compared to the PT model, resulting in an overall coefficient of determination $R^2 = 87\%$. However, this model appears to overestimate the energy loss experienced by the electron beam. Even though the experimental data do not allow us to draw a definite conclusion in this regard, a slight overestimate of the energy loss is to be expected due to the non-negligible value of the quantum parameter $\chi$ in this experiment since, strictly speaking, the LL is valid only under the assumption of $\chi \ll 1$. For non-negligible $\chi$, the LL overestimates the energy loss experienced by the electrons, which results in a spectral peak that is significantly down-shifted if compared with that of the experimental data (0.78 ± 0.05 GeV against 0.96 GeV in the experiment). This is because the LL is a purely classical model, with no upper bound in the frequency of the emitted radiation and with continuous emission. In reality, each electron cannot emit a photon with an energy exceeding its kinetic energy, effectively introducing a sharp cutoff in the spectrum of the emitted radiation [10]. This cutoff reduces the total amount of radiation that each electron can emit, thus resulting in a lower energy loss.

This effect of a hard quantum cutoff can be phenomenologically included by multiplying the radiation reaction force in the LL equation by a “weighting” function $g(\chi) = I_Q/I_C [41]$, where $I_Q$ is the quantum radiation intensity,

$$I_Q = \frac{e^2 m_e^2}{3 \sqrt{3} \pi \hbar^2} \int_0^\infty \frac{u (4u^2 + 5u + 4)}{(1 + u)^4} K_{2/3} \left( \frac{2u}{3\chi} \right) du,$$

and $I_C = 2e^2 m_e^2 \chi^2 / 3\hbar^2$ is the classical radiation intensity [see Eqs. (4.50) and (4.52) in Ref. [42]]. In our simulations, the following interpolation formula is employed:

$$g(\chi) \approx \frac{1}{1 + 4.8 (1 + \chi) \ln(1 + 1.7\chi) + 2.44\chi^2}^{2/3},$$

which approximates the function $g(\chi)$ with accuracy better than 2% for arbitrary $\chi$ [see Eqs. (4.57) in Ref. [42]]. With this weighting function, the known classical overestimate of the total emitted energy with respect to the more accurate quantum expression is then avoided. However, in this “semiclassical” model, the emission of radiation is still included as a “classical” continuous process; i.e., the quantum stochastic nature of photon emission is ignored. Moreover, we point out that the used expression of $I_Q$ is derived within the so-called local constant cross field approximation, as described in more detail below. A comparison between the predictions of this model and the experimental results is shown in Fig. 4(c). This semiclassical model is able to closely reproduce the experimental data, with an overall coefficient of determination $R^2 = 96\%$. Indeed, there is agreement for almost all energies, with only a slight deviation around the spectral peak, that is located by the SC model at 0.90 ± 0.03 GeV, and it corresponds to 0.96 GeV in the experiment. However, deviations from the SC model are almost all within 1σ, and all well within the 2σ level. This agreement is significantly better than the one obtained assuming a
purely classical model based on the LL ($R^2 = 87\%$). This improved agreement of the semiclassical LL model compared to the unmodified LL provides a preliminary indication of the onset of quantum effects under the conditions of the experiment.

Finally, a comparison between the experimentally measured spectrum of the scattered electrons and numerical calculations based on a multiparticle QED code (green curve) is shown in Fig. 4(d). In this model, the stochastic photon emission was calculated for arbitrary electron and photon energies, under the constant cross field approximation. Each electron was propagated according to the Lorentz equation between two consecutive photon emission events [43]. This model is, within the uncertainties of the experiment, able to reproduce the general features of the experimental data. However, there still is a non-negligible mismatch, especially in the shape of the spectral energy density. This mismatch results in a coefficient of determination that is slightly lower ($R^2 = 92\%$) than the semiclassical case.

In order to rule out collective effects in the electron beam as a possible source for this mismatch, three-dimensional PIC simulations using the code EPOCH [44] have also been carried out. For these simulations, the laser and electron bunch simulated were the same as in the multiparticle simulations. The spatial domain extended over $78.7\ \mu m$ in the direction of laser propagation (discretized over 1020 cells) and $40\ \mu m$ in each of the transverse directions (discretized over 920 cells). The collision between the laser pulse and electron bunch occurred 64 fs after the laser pulse reached focus. The electron bunch was represented by $1.5 \times 10^7$ macroparticles using third-order particle weighting. The data required to reproduce the PIC simulation results are available in Ref. [45]. Indeed, the PIC and the multiparticle QED model yield very similar results, confirming that collective effects are negligible in our experimental conditions [see Fig. 4(d)].

A possible explanation of this residual mismatch shown by the SC and QED models is a limited validity of the CCFA for our experimental parameters. This approximation is used to calculate the function $g(\chi)$ in the SC model and the probabilities of photon emission in the QED model. The main assumption is that the photon emission is instantaneous or, equivalently, that the formation time of each emitted photon is much smaller than the time where the laser field changes significantly. This allows one to assume a static electromagnetic field during the photon formation process. In order for the CCFA to be valid, we then need the typical temporal variation of the laser field to be much longer than the photon formation time, a reasonable assumption for ultraintense fields (dimensionless laser amplitude $d_0$ greatly exceeding 1). However, this condition is not necessarily met in our experimental conditions where a peak dimensionless amplitude of $d_0 \approx 10$ was reached. The coherence time $\tau_{\text{COH}}$ of the photon in an electric field of magnitude $F_L$ can be estimated as [10]

$$\tau_{\text{COH}} \sim \frac{F_c t}{F_L mc^2} = \frac{1}{a_0 \omega_L},$$

where $\omega_L$ is the laser frequency. On the other hand, the typical temporal variation of the laser electric field is of the order of a quarter of the laser period, i.e., the time it takes the laser electric field to go from zero to its peak value: $\tau_{\text{LASER}} \approx 0.6$ fs.

Because of the Gaussian temporal profile of the laser intensity, the electron experiences an increasing intensity during its transit through the laser field, resulting in photon formation lengths that are a significant fraction of the typical timescale over which the electric field oscillates. These fractions are of the same order as $1/a_0$, which is not negligible through the laser envelope in our experiment. The CCFA used to obtain radiation reaction in the SC model might then not be strictly valid in our experiment. Indeed, assuming the CCFA for a temporally varying electromagnetic field results in overestimating the energy loss of the electron beam [46], as confirmed by the lower electron energy predicted by the SC when compared with our experimental data. This mismatch is even larger if a QED model based on stochastic photon emission is considered since, in this case, also the photon emission probability relies on the CCFA. In this respect, our experiment suggests that stochasticity effects, which are included in the quantum model but not in the semiclassical model, are less important than effects beyond the CCFA. These preliminary results motivate study of high-field quantum electrodynamics beyond the CCFA, an area of theoretical research that has only recently started to be investigated (see, for instance, Refs. [46,47]).

We have performed a series of simulations, assuming a semiclassical model of RR, in order to check whether a weaker electron energy loss might be attributed to an unaccounted slight transverse misalignment between the electron beam momenta and the direction of propagation of the scattering laser. As an example, a shot with a weaker electron energy loss [labeled with $c$ in Fig. 2(a)] is well reproduced by the semiclassical calculations if an impact parameter of $5 \ \mu m$ is assumed (see Supplemental Material [48]). However, a full parametric study of the transverse misalignment has not been able to compensate for the residual mismatch between theoretical models and experimental data shown in Fig. 4.

As a concluding remark, we must further emphasize that additional potential sources of mismatch might be identified in an incomplete knowledge of the local properties of the laser field, such as its phase content and longitudinal distribution of its intensity. For precise QED testing, these are quantities that must be accurately determined in the focus of a high-intensity laser, which is an extremely challenging task and currently the subject of active research towards the construction of the next generation of ultra-high-intensity laser facilities.
**VI. CONCLUSIONS AND OUTLOOK**

In conclusion, we report on the experimental detection of strong radiation reaction in an all-optical experiment. The experimental data give clear evidence of significant energy loss (>30%) of ultrarelativistic electrons during their interaction with an ultraintense laser field. In their own rest frame, the highest-energy electrons experience an electric field as high as one quarter of the critical field of quantum electrodynamics. The experimental data are best theoretically modeled by taking into account radiation reaction occurring during the propagation of the electrons through the laser field, and best agreement is found for the semiclassical correction of the Landau-Lifshitz equation.

The experiment provides a preliminary indication of the limited validity of the constant cross field approximation for our experimental parameters. In order to precisely determine these effects in this class of experiments, several routes can be followed, including fine characterization of the local properties of the laser fields, improved spectral and pointing stability of the electron beam, and narrower energy spectra of the primary electron beam.
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