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Abstract: A fully non-linear numerical wave tank (NWT), based on Computational Fluid Dynamics (CFD), provides a useful tool for the analysis of coastal and offshore engineering problems. To generate and absorb free surface waves within a NWT, a variety of numerical wave maker (NWM) methodologies have been suggested in the literature. Therefore, when setting up a CFD-based NWT, the user is faced with the task of selecting the most appropriate NWM, which should be driven by a rigorous assessment of the available methods. To provide a consistent framework for the quantitative assessment of different NWMs, this paper presents a suite of metrics and methodologies, considering three key performance parameters: accuracy, computational requirements and available features. An illustrative example is presented to exemplify the proposed evaluation metrics, applied to the main NWMs available for the open source CFD software, OpenFOAM. The considered NWMs are found to reproduce waves with an accuracy comparable to real wave makers in physical wave tank experiments. However, the paper shows that significant differences are found between the various NWMs, and no single method performed best in all aspects of the assessment across the different test cases.

Keywords: wave generation; wave absorption; numerical wave tank; computational fluid dynamics (CFD); OpenFOAM

1. Introduction

A numerical wave tank (NWT) is a generic name for numerical tools used to simulate free surface waves, hydrodynamic forces and floating body motions [1]. In the field of offshore and marine engineering, NWT experiments are a valuable tool used alongside physical wave tanks (PWT). Costs for experiments in NWTs and PWTs are highly case dependent [2]; however, NWTs have seen a large increase in application in recent years due to the ever increasing available cheap computational power, while offering access to all field variables and flexibility in tank layout and experimental design.

1.1. Computational Fluid Dynamics-Based Numerical Wave Tanks

The accuracy of a NWT is driven by the underlying numerical modelling approach, which is often simplified in order to reduce the computational burden. Low fidelity models, e.g., potential flow-based NWTs, implementing the Laplace equation, are able to compute results with minimal computational cost and are valuable for parametric studies (see examples in [1,3]). However, due to the underlying assumptions of inviscid fluid and small amplitude wave and body motion, the range over which these models are valid is often exceeded for offshore and marine engineering applications. Compared to
lower fidelity numerical tools, high-fidelity numerical models, such as CFD-based NWTs (CNWTs), have the advantage of capturing relevant hydrodynamic non-linearities, such as complex free surface elevation (including wave breaking), viscous drag and turbulence effects. Although CNWTs are more computationally costly than their lower fidelity counterparts, CNWT experiments can deliver accurate results in high resolution, which is particularly useful for the investigation of specific flow phenomena around coastal and offshore structures. Numerous studies are reported and reviewed in [4–22], where CNWTs are employed for the analysis of different marine engineering problems.

In particular, CNWTs, implementing the Reynolds Averaged Navier–Stokes (RANS) equations, are becoming more common in the field of coastal and offshore engineering [4] due to the increasing availability and decreasing cost of high performance computing power. The RANS equations describe the conservation of mass and momentum as

\[
\begin{align*}
\frac{\partial \rho}{\partial t} + \nabla \cdot \rho \mathbf{U}(\mathbf{x}, t) &= 0 \\
\frac{\partial \rho \mathbf{U}(\mathbf{x}, t)}{\partial t} + \nabla \cdot \rho \mathbf{U}(\mathbf{x}, t) \mathbf{U}(\mathbf{x}, t) &= -\nabla p(\mathbf{x}, t) + \nabla \cdot \mathbf{T}(\mathbf{x}, t) + \rho \mathbf{f}_b(\mathbf{x}, t),
\end{align*}
\]

respectively, where \( x = (x, y, z) \) denotes the three-dimensional spatial coordinate, \( t \) the time, \( \mathbf{U} \) the fluid velocity, \( p \) the fluid pressure, \( \rho \) the fluid density, \( \mathbf{T} \) the stress tensor and \( \mathbf{f}_b \) external forces, such as gravity.

For water wave advection, the Volume-of-Fluid (VOF) method, proposed by Hirt and Nichols [23], is most commonly implemented, following

\[
\frac{\partial \alpha(\mathbf{x})}{\partial t} + \nabla \cdot \mathbf{U}(\mathbf{x}, t) \alpha(\mathbf{x}) + \nabla \cdot \left[ \alpha(\mathbf{x}) \mathbf{U}_r(\mathbf{x}, t) \right] = 0
\]

\[
\Phi = \alpha(\mathbf{x}) \Phi_{\text{water}} + (1 - \alpha(\mathbf{x})) \Phi_{\text{air}}
\]

In the transport Equation (3), \( \alpha \) is the water volume fraction, and \( \mathbf{U}_r \) is the relative velocity between the liquid and gaseous phase, or compression velocity [24]. In Equation (4), \( \Phi \) is a specific fluid property, such as density.

A generic schematic of a RANS CNWT is shown in Figure 1, depicting the main features to be included in the numerical model, which are:

- Handling of the multi-phase problem [25–27]
- Wave-structure interaction (WSI) and body motion [28–30]
- Turbulence induced by the WSI [31–33]
- Wave generation and absorption [34–36]

![Figure 1. Generic CFD-based numerical wave tank schematic, depicting the main features to be included in the numerical model.](image)

1.2. Wave Generation and Absorption

Efficient and accurate wave generation and absorption is of crucial importance for timely, high quality, test results. A variety of numerical algorithms, termed numerical wave makers (NWMs),
have been developed for the purpose of wave generation and absorption in RANS CNWTs (detailed in Section 2). Therefore, to select the most appropriate NWM for a given problem, knowledge of the relative strengths and weaknesses for each NWM is important. The decision matrix for the selection of a NWM may comprise criteria such as:

- Performance of the numerical wave maker, measured by the accuracy of the generated wave field and efficiency of wave absorption
- Availability of the numerical wave maker methods in a specific CFD toolbox
- Prior user experience

While availability and user experience are subjective decision drivers, the performance of a NWM can be objectively and quantitatively assessed. However, only a few studies are found in the literature considering the assessment of NWM performance. Schmitt and Elsaesser [37] delivered a qualitative evaluation of NWMs, finding significant differences in accuracy and efficiency. Windt et al. [38] extended the discussion, detailing various NWM features and introducing quantitative tools and criteria to evaluate NWMs. Most recently, Miquel et al. [39] presented a quantitative analysis of different NWMs for the open-source CFD toolbox REEF3D, using the reflection coefficient as measure for the NWM accuracy; however, no independent assessment of wave generation accuracy is included.

1.3. Scope of the Paper

The present paper builds upon the work by Schmitt and Elsaesser [37] and Windt et al. [38], and proposes assessment metrics and methodologies for RANS CNWT NWMs. The generalised assessment metrics are designed to:

- Gain an understanding of the general accuracy achievable by NWMs
- Draw attention to features and pitfalls, specific to certain NWMs
- Aid in the choice of the best NWM method for a given application
- Provide guidance on the setup of the different NWMs

Due to the large number of different NWM implementations, the metrics are delivered in a general sense, so that readers can apply these metrics to their specific NWM for evaluation. An illustrative example is shown in this paper to demonstrate the general applicability of the proposed assessment methodologies and metrics. The example comprises several different NWMs (implemented in the OpenFOAM CFD toolbox) for which the accuracy, computational cost and available features are assessed over a range of different sea states.

The remainder of the paper is organised as follows. Section 2 details the various NWM methods commonly used within CNWTs and discusses the key parameters for their assessment. Section 3 describes the proposed metrics and methodologies for the general assessment of NWMs. Section 4 introduces the illustrative example used in this study. The results of the illustrative example are shown and discussed in Section 5. Finally conclusions are drawn in Section 6.

2. Numerical Wave Makers

2.1. Methods

For wave generation, five different methods are well known: the Relaxation Zone Method (RZM) [34,40,41], Static (SBM) and Dynamic Boundary Method (DBM) [9,42], Mass Source Method (MSM) [43,44] and Impulse Source Method (ISM) [45–48]. For numerical wave absorption, six different methods are available, i.e., the RZM, SBM, DBM, Numerical Beach (NB) implementations [2,49], geometrically sloped beaches [50–52] and the cell stretching method [53]. Schematics of the different methods are depicted in Figure 2 and details given in Sections 2.1.1–2.1.8.
2.1.1. Relaxation Zone Method

The RZM blends a target solution, $\phi_{\text{target}}(x, t)$, with the computed solution, $\phi_{\text{computed}}(x, t)$, for the values of the velocity field, $\phi(x, t) = U(x, t)$, and fluid volume fraction, $\phi(x, t) = \alpha(x, t)$, within defined relaxation zone regions, via

$$\phi(x, t) = \chi_R(x)\phi_{\text{computed}}(x, t) + (1 - \chi_R(x))\phi_{\text{target}}(x, t)$$

The weighting function, $\chi_R(x)$, is zero at the CNWT boundary, unity at the interface with the simulation zone, and should vary smoothly along the relaxation zone to ensure a gradual transition in the blending of the target and computed solutions. For wave generation, analytical solutions are obtained from wave theory for the fluid velocity and free surface elevation, $\eta(x, t)$, to obtain the target solutions, $U_{\text{target}}(x, t)$ and $\alpha_{\text{target}}(x, t)$. For wave absorption, $U_{\text{target}}(x, t)$ is zero, and $\alpha_{\text{target}}(x, t)$ defines the location of the still water level.

2.1.2. Static Boundary Method

The SBM defines $U(x, t)$ and $\eta(x, t)$ as Dirichlet boundary conditions at the generation/absorption boundaries of the CNWT. Compared to the RZM, this has the advantage of a reduced computational domain size (see Figure 2). At the wave generation boundary, the boundary conditions are obtained from wave theory. For the absorption boundary, the determination of the necessary boundary values is based upon the work by Schäffer and Klopman [54], where a correction velocity $U_c(x, t)$, based

---

**Figure 2.** Schematic representation of available NWM methodologies for wave generation (a–e) and wave absorption (f–k): (a,f) relaxation zone method; (b,g) static boundary method; (c,h) dynamic boundary method; (d) mass source method; (e) impulse source method; (i) numerical beach; (j) geometrical sloped beach; and (k) cell stretching.
on shallow water theory (i.e., constant velocity profile along the water column), is applied at the boundary, cancelling the incident wave field. More recently, the more advanced extended range active wave absorption has been implemented for the SBM in olaFlow [55].

2.1.3. Dynamic Boundary Method

The DBM represents the numerical replication of a piston or flap-type wave maker in a physical wave tank. By mimicking the physical wave maker geometry and motion, using a moving wall and dynamic mesh motion in the CNWT, the DBM affords the same wavemaking capabilities as in a physical wave tank, whilst also incurring the same complexities, such as evanescent waves near the wave maker and the requirements of control strategies for the wave maker motion. The time series of the wave maker displacement, or velocity, serves as input to the numerical algorithm. These input data may issue from analytical expressions (e.g., [56,57]) or from real measurements of the wave maker motion in physical wave tank experiments. Similarly, the DBM can be used for wave absorption. Here, the motion of the moving boundary is controlled by force feedback, analytical expressions, or PWT measurements.

2.1.4. Mass Source Method

The MSM, proposed by Lin and Liu [43], displaces the free surface with a fluid inflow and outflow. A source term, \( s(x,t) \), is defined which couples \( \eta(x,t) \), wave celerity, \( c \), and the surface area of the source \( A_s(x,t) \):

\[
s(x,t) = \frac{2c \eta(x,t)}{A_s(x,t)} \quad (6)
\]

The source term facilitates wave generation through a volume source term included in the RANS mass conservation Equation (1), leading to the modified incompressible continuity equation

\[
\nabla \cdot \rho U(x,t) = s(x,t) .
\]

Since the source term does not alter waves travelling through the source, wave absorption can only be achieved through an additional beach, examples of which are described in Sections 2.1.6–2.1.8.

2.1.5. Impulse Source Method

For the ISM, proposed by Choi and Yoon [45], a source term, \( r(x) \rho a_{awm}(x,t) \), is added to the RANS momentum Equation (2), yielding:

\[
\frac{\partial \rho U(x,t)}{\partial t} + \nabla \cdot \rho U(x,t) U(x,t) = -\nabla p(x,t) + \nabla \cdot T(x,t) + \rho f_b(x,t) + r(x) \rho a_{awm}(x,t) \quad (8)
\]

The location of the wave maker zone is defined by \( r(x) = 1 \), with \( r(x) = 0 \) everywhere else in the domain. \( a_{awm}(x,t) \) is the acceleration input to the wave maker, which can be determined analytically for shallow water waves [45] or via an iterative calibration method for waves in any water depth [48]. Again, wave absorption can only be achieved through an additional beach.

2.1.6. Numerical Beach

To absorb waves in the numerical domain, various methods, termed as NBs or sponge layers, were developed. Examples can be found in references [37,48,58–60]. In the following, the implementation by Schmitt et al. [48] and Schmitt and Elsaesser [37] is discussed. Introducing the additional term, \( S(x)\rho U(x,t) \), to the RANS momentum Equation (2), yields:

\[
\frac{\partial \rho U(x,t)}{\partial t} + \nabla \cdot \rho U(x,t) U(x,t) = -\nabla p(x,t) + \nabla \cdot T(x,t) + \rho f_b(x,t) + S(x)\rho U(x,t) \quad (9)
\]
Here, $S(x)\rho U(x,t)$ describes a dissipation term used to implement an efficient NB, where the variable field $S(x)$ controls the strength of the dissipation, with a value of zero in the simulation zone and then gradually increasing towards the boundary over the length of the numerical beach, to avoid reflection from a sharp interface, following a pre-defined analytical expression [37].

2.1.7. Sloped Bathymetry

While the aforementioned wave absorption methods include additional terms in the governing equations to account for wave absorption or actively absorb waves through moving boundaries, for a sloped bathymetry, only changes to the domain layout are required. Implementing a slope at the far field boundary of the CNWT dissipates wave energy, replicating the effect of beaches in the physical world. Examples of the implementation of a sloped bathymetry for passive wave absorption can be found references [50–52,61].

2.1.8. Mesh Stretching

Another wave absorption method, which does not require additional terms in the governing equations or active absorption, is the cell stretching method. Here, the spatial discretisation in one direction is gradually enlarged towards the far field boundary and any wavelengths shorter than the cell size are filtered out. This requires relatively long domains to reach cell sizes that can absorb waves used in practical applications; however, due to the larger cell sizes, this does not dramatically increase the cell count. Cell stretching is often used to supplement active wave absorption methods and also reduce the number of required cells in a given absorption domain length. Examples for the implementation of cell stretching methods are found in references [62–64].

2.2. Assessment of Numerical Wave Makers

Selecting the most appropriate NWM method, from the wide variety described in Section 2.1, first requires assessing the performance of various NWMs. To evaluate and compare the different NWMs, this paper proposes an assessment framework based on three key parameters: accuracy, computational requirement and available features.

- **Accuracy**: CNWTs are utilised when high accuracy is required, otherwise lower fidelity NWTs with less computational cost can be used. Since the accuracy of the NWM limits the overall accuracy of the entire CNWT, it is the most important parameter to quantify when assessing different NWMs. To quantitatively assess the accuracy of a NWM, several test cases and evaluation metrics are introduced by Windt et al. [38], which are adopted and extended herein. A full description of these test cases and metrics is given in Section 3.

- **Computational requirements**: The various NWMs place differing amounts of additional computational burden on the CNWT, which affect the overall runtime of the CNWT simulation. When selecting a NWM, those with lower computational requirements (and comparable accuracies) are obviously preferable. Therefore, quantifying the relative computational requirements of the NWMs is a key part of any assessment. The computational requirements can be quantified by the run time, $t_r$, normalised by the simulated time, $t_s$, and the normalised run time per cell. For a fair comparison, any influence from parallelisation schemes should be avoided and simulations should be performed on a single core of a dedicated server. Furthermore, solver settings and numerical solution schemes should be consistent, to avoid bias.

- **Available features**: Unlike the previous two quantitative performance parameters, the available features of the NWM is a qualitative measure, considering factors such as the range of implemented wave theories, application to deep and shallow water conditions, coupling to external wave propagation models, calibration methods, etc, for both wave generation and absorption. The assessment of this parameter for each of these different factors is presented in a binary fashion.
3. Assessment of Numerical Wave Maker Accuracy

Quantifying the accuracy of a NWM is the most important and challenging part of the assessment. This section describes the proposed test cases and metrics for quantitatively assessing a NWM. First, the error produced by the NWM must be isolated from the other error sources in the CNWT experiment, as described in Section 3.1. Next, the accuracy of the wave generation and absorption should be assessed independently, spanning a range of wave conditions. Sections 3.2 and 3.3 introduce the metrics and methods for the analysis of wave generation accuracy. Finally, Sections 3.4 and 3.5 describe the metrics and methods for the evaluation of wave absorption.

3.1. General Modelling Inaccuracies

It is well known that CNWTs incur some level of general modelling inaccuracy, stemming from the numerical solution process, such as:

- Uncertainty due to spatial and temporal discretisation
- Numerical wave damping
- Sensitivity to solver settings and solution schemes

Additionally, general modelling inaccuracies can also stem from numerical wave probes, used to track the free surface elevation. Based on the knowledge of all these general modelling inaccuracies, the remaining error, compared to a known target solution, can be used to estimate the achievable accuracy of a NWM.

To isolate the general modelling inaccuracies from those produced by the NWM, a simple wave propagation test case, without NWMs, proposed by Roenby et al. [65], is considered. In this test case, a free surface wave is initiated in a domain with cyclic boundary conditions (see Figure 3), so that the wave continuously propagates through the domain. During the course of the simulation, characteristic measures, such as wave height or velocity profiles, can be monitored for a number of wave cycles. Laminar flow conditions can be assumed [25,66–69] and the viscosity of the two fluids, i.e., air and water, is set to zero, effectively reducing the problem to inviscid flow. This removes any dissipation due to viscous effects and allows for an assessment of pure numerical dissipation of energy.

![Figure 3. Generalised domain layout of length \(m \cdot \lambda\) and cyclic boundary conditions for the wave propagation test case.](image)

3.1.1. Uncertainty Due to Spatial and Temporal Discretisation

The solution of the flow quantities in CNWTs is dependent on the problem discretisation level in space (i.e., cell size) and time (i.e., time step). To remove any parasitic influence of the discretisation level on the solution, convergence studies must be performed. The required spatial discretisation is largely driven by the advection method, and can be determined using the wave propagation test case without a NWM. Since the spatial discretisation and temporal discretisation are connected through the Courant–Friedrichs–Lewy (CFL) condition [70], temporal convergences can also be performed on the generic wave propagation test case. However, checking the time step dependency for a specific NWM may be important, as noted by Penalba et al. [71].

Following the convergence analysis described by Roache [72], Stern et al. [73] and Vukčević [74], a specific quantity, such as the wave height, is evaluated with three different spatial and temporal
discretisation levels. From the numerical solution of the different discretisation levels, the relative discretisation uncertainty $U$ can be calculated as

$$U = \frac{U_a}{S_f} \cdot 100\% \quad (10)$$

In Equation (10), $U_a$ is the absolute discretisation uncertainty (see Equations (A2) and (A3)) and $S_f$ denotes the numerical solution of the finest discretisation level. Details on the determination of the relative discretisation uncertainty are given in Appendix A. $U$ is henceforth referred to as Metric #1.

In the present study, the measured quantity used for the convergence study is the mean phase averaged wave height, $\bar{H}(x)$, which can be calculated using the following procedure:

(i) Throughout the complete run of the simulation, record the numerical free surface elevation data, $\eta(x_n, t)$, at a specific location $x_n$.

(ii) Split the $\eta(x_n, t)$ time signal into individual periods, $\eta_i(x_n, t^*)$ where $t^* \in [0, T]$ and $i$ is the number of periods, using a zero crossing analysis.

(iii) Using several periods, $k \in [i_1, i_1 + k]$, calculate the wave height, $H_k(x)$, following

$$H_k(x) = |\min(\eta_k(x, t^*))| + |\max(\eta_k(x, t^*))| \quad (11)$$

(iv) Calculate the mean wave height, $\bar{H}(x)$ following

$$\bar{H}(x) = \frac{\sum_{i=i_1}^{i_1+k} H_k(x)}{k} \quad (12)$$

3.1.2. Sensitivity to Solver Settings and Solution Schemes

The accuracy of the VOF method can be dependent on solver settings and solution schemes applied in the numerical framework, as discussed by Roenby et al. [65]. These factors are very specific to the CFD solver and should be chosen based on best practice and user experience. However, it is desirable to carry out sensitivity studies to ensure optimal results. The solver settings and solution schemes largely influence the underlying numerical model, but not necessarily the NWM. Thus, the generic wave propagation test case should be considered to analyse the sensitivity of the CNWT results to the solver settings and solution schemes.

To quantify the influence of the solver settings and solution schemes, the relative deviation of the measured wave height $\bar{H}_m$ to the initiated wave height $H_{\text{init}}$ is considered, following

$$\epsilon_{H_m} = \frac{\bar{H}_m - H_{\text{init}}}{H_{\text{init}}} \cdot 100\% \quad (13)$$

where $\bar{H}_m$ is the mean phase averaged wave height determined from the free surface elevation time trace, extracted at a fixed location in the NWT (i.e., centre location). $\epsilon_{H_m}$ is henceforth referred to as Metric #2.

3.1.3. Numerical Wave Damping

VOF methods can suffer from interface smearing, leading to numerical wave damping and, subsequently, inaccuracies in the measured wave height. Thus, the interface sharpness and the numerical damping of free surface waves should be assessed as part of quantifying a general model inaccuracies. Numerical wave damping can be assessed using the generic wave propagation test and Metric #2 (see Equation (13)), similar to the assessment of the sensitivity to solver settings and solution schemes, considered in Section 3.1.2.
3.1.4. Numerical Wave Probes

Various types of numerical wave probes are available which utilise different techniques to measure the free surface elevation. These techniques all incur some level of inherent inaccuracy while tracking the free surface interface. Although the tracking of the surface elevation in the CNWT is a pure post-processing step, independent of the solution of the governing equation, it is important to first quantify the achievable accuracy of the numerical wave probes used in the assessment of the NWM. However, the accuracy of a numerical wave probe can only be determined by comparing the results measured with different wave probes.

3.2. Wave Generation—Monochromatic Sea States

For a monochromatic sea states (mSSs), the accuracy of the wave generation is evaluated by comparing two different measures against theory: (1) the generated wave height; and (2) the fluid velocity profile beneath a wave crest/trough. The generalised domain layout utilised for the assessment is depicted in Figure 4. A simulation zone is specified with a length of $m \cdot \lambda$, with $m = 1, 2, ...$

The upwave extension of the domain may vary, depending on the different NWMs, such as the relaxation zone or the numerical beach length. To focus purely on wave generation, the downwave extension of the domain should be pseudo-infinite, which eliminates the possibility of reflected waves from the far field boundary and the need to implement a wave absorption method.

3.2.1. Wave Height Assessment

The evaluation metric for the generated wave height is the mean error and standard deviation, $\bar{\epsilon}_{H}(x) \pm \sigma_{\bar{\epsilon}_{H}(x)}$, of the measured phase averaged wave height, $H(x)$, and the desired theoretical value, $H_{\text{Theory}}$. To evaluate wave dissipation over the length of the simulation zone, the error $\bar{\epsilon}_{H}$ is evaluated at different locations $x$ along the simulation zone. The values for $\bar{\epsilon}_{H}(x) \pm \sigma_{\bar{\epsilon}_{H}(x)}$ are obtained using the following procedure:

(i) Throughout the complete run of the simulation, record $\eta(x_n, t)$ at specific locations $x_n$.

(ii) Split the $\eta(x_n, t)$ time signal into individual periods, $\eta_i(x_n, t^*)$ where $t^* \in [0, T]$ and $i$ is the number of periods, using a zero crossing analysis.

(iii) Using several periods, $k \in [i_k, i_k + k]$, calculate the wave height, $H_k(x)$, following Equation (11). The first period, $i_k$, should be chosen to ensure that any wave periods in the transient part of the signal $\eta(x_n, t)$ are excluded.

(iv) Calculate the mean wave height, $\bar{H}(x)$ (see Equation (12)), its standard deviation over the $k$ periods, and its upper ($\bar{H}^+(x)$) and lower bounds ($\bar{H}^-(x)$):

$$R^\pm(x) = \bar{H}(x) \pm \sigma_{\bar{\epsilon}_{H}(x)}$$

(v) Calculate the relative error $\bar{\epsilon}_{H}(x) \pm \sigma_{\bar{\epsilon}_{H}(x)}$, following

$$\bar{\epsilon}_{H}(x) \pm \sigma_{\bar{\epsilon}_{H}(x)} = \frac{\bar{H}(x) - H_{\text{Theory}}}{H_{\text{Theory}}} \cdot 100\%$$
3.2.2. Wave Velocity Assessment

The wave induced fluid velocity beneath the free surface should decrease exponentially with depth, following the theoretical profile. Beneath a wave crest or trough, the fluid velocity should also be purely horizontal with a zero vertical component. Therefore, the wave generation accuracy is assessed by comparing the measured horizontal fluid velocity \( v_x(x_n, z_m) \) against the theoretical equivalent \( \bar{v}_{x,\text{Theory}}(x_n, z_m) \) at specific points in space \( x_n \) and \( z_m \in [>-d,0] \). Note that, for the wave crest and trough, the accuracy must not be assessed at \( z = -d \), since wave theory does not take the no-slip boundary condition at the tank floor into account. To quantify the accuracy of the velocity profile generated by the wave maker, the error, \( \epsilon_{\bar{v}_x}(x_n, z_m) = \bar{v}_{x,\text{Theory}}(x_n, z_m) \), between measured and theoretical horizontal velocity, is calculated, using the following procedure:

(i) Throughout the course of the simulation, extract the numerical horizontal velocity profile \( v_x(t, x_n, z_m) \).

(ii) Select a number of time instances \( k \in [i_1, i_1 + k] \) so that the surface elevation \( \eta(x_n, t) \) at \( t = t_k \) and locations \( x_n \) corresponds to either a wave crest or a wave trough. Again, care should be taken when choosing the time instances \( k \), so that \( t_{i_1} \) is large enough to exclude any transient part of the wave signal.

(iii) At each specific combination of horizontal, \( x_n \), and vertical, \( z_m \), locations, calculate the mean horizontal velocity profile beneath a wave crest and trough, \( \bar{v}_{x,\text{crest}}(x_n, z_m) \) (see Equation (16)) and \( \bar{v}_{x,\text{trough}}(x_n, z_m) \) (see Equation (17)), respectively, and the corresponding standard deviation \( \sigma_{\bar{v}_{x,\text{crest}}}(x_n, z_m) \) and \( \sigma_{\bar{v}_{x,\text{trough}}}(x_n, z_m) \).

\[
\sigma_{\bar{v}_{x,\text{crest}}}(x_n, z_m) = \frac{\sum_{i=i_1}^{i_1+k} \bar{v}_{x,\text{crest}}(t_i, x_n, z_m)}{k} \quad (16)
\]

\[
\bar{v}_{x,\text{trough}}(x_n, z_m) = \frac{\sum_{i=i_1}^{i_1+k} \bar{v}_{x,\text{trough}}(t_i, x_n, z_m)}{k} \quad (17)
\]

(iv) Calculate the error \( \epsilon_{\bar{v}_{x,\text{crest}}}(x_n, z_m) \) and \( \epsilon_{\bar{v}_{x,\text{trough}}}(x_n, z_m) \) along the water column between theoretical and measured horizontal velocity at the specific location \( x_n \) for the wave crest and trough, following

\[
\epsilon_{\bar{v}_{x,\text{crest}}}(x_n, z_m) \pm \sigma_{\bar{v}_{x,\text{crest}}}(x_n, z_m) = \frac{\bar{v}_{x,\text{crest}}(x_n, z_m) \pm \sigma_{\bar{v}_{x,\text{crest}}}(x_n, z_m)}{v_{x,\text{Theory}}(x_n, z_m)} \cdot 100\% \quad (18)
\]

\[
\epsilon_{\bar{v}_{x,\text{trough}}}(x_n, z_m) \pm \sigma_{\bar{v}_{x,\text{trough}}}(x_n, z_m) = \frac{\bar{v}_{x,\text{trough}}(x_n, z_m) \pm \sigma_{\bar{v}_{x,\text{trough}}}(x_n, z_m)}{v_{x,\text{Theory}}(x_n, z_m)} \cdot 100\% \quad (19)
\]

respectively. \( \epsilon_{\bar{v}_{x,\text{crest}}}(x_n, z_m) \pm \sigma_{\bar{v}_{x,\text{crest}}}(x_n, z_m) \) and \( \epsilon_{\bar{v}_{x,\text{trough}}}(x_n, z_m) \pm \sigma_{\bar{v}_{x,\text{trough}}}(x_n, z_m) \) are henceforth referred to as Metric #4.

3.3. Wave Generation—Polychromatic Sea States

Polychromatic sea states (pSSs) deliver a realistic representation of the ocean environment by building up a wave spectrum through superposition of a finite amount of waves (\( N \)). To evaluate the wave generation accuracy for a pSS, the normalised root mean square error (nRMSE) between the theoretical (input) spectral density distribution, \( S_i(f) \), and the measured (output) spectral...
density distribution, $S(x_n, f)$, at specific locations, $x_n$, along the simulation zone, is considered, and calculated following

$$nRMSE(x_n) = \frac{\text{RMSE}(x_n)}{\max(S_t(f_i))} \cdot 100\% \quad (20)$$

$$\text{RMSE}(x_n) = \frac{1}{N} \sum_{i=1}^{N} \sqrt{\left[ S_t(f_i) - S(x_n, f_i) \right]^2} . \quad (21)$$

$nRMSE(x_n)$ is henceforth referred to as Metric #5. The spectral density distribution is calculated at a specific location using the Fast-Fourier Transform (FFT) on the measured free surface elevation data, $\eta(x_n, t)$. The initial part of $\eta(x_n, t)$ should be excluded from the FFT calculation, since most NWMs induce waves into a CNWT with initially calm water and there is a subsequent ramp up time for the waves to be fully developed. This ramp-up time differs for each location $x_n$ along the CNWT and the $\eta(x_n, t)$ time trace (snippet) should hence be chosen such that it covers a fully developed sea state. Since the pSS is a superposition of a finite number of waves with distinct frequencies, the wave length and celerity of the shortest (slowest travelling) wave in the pSS can easily be determined from the known frequency components. Depending on the distance between the evaluation location and the wave generation boundary, the travel time of this shortest wave can be determined, and provides an estimate of the time required for a fully developed pSS to reach a specific location in the CNWT.

Furthermore, the statistical nature of a pSS requires long simulation times to accurately evaluate $S(f)$ from the FFT [75]. For the CNWT simulation, this would require extremely long domains to avoid wave reflection from the far field boundary. Alternatively, several shorter simulations, with varying random phases, can be run and the results averaged, to yield a good approximation of the statistical properties of the pSS. Following recommendations given by Schmitt et al. [75], four sets of $50T_p$—long time traces with differing random phases—yield statistically converged solutions. This requires averaging the spectral density distribution $S(x_n, f)$ of the different sets, yielding $\bar{S}(x_n, f)$, which is used as the input spectral density distribution in Equation (21).

### 3.4. Wave Absorption at the Wave Generator

The quality of waves generated into the CNWT can be affected by the NWM’s ability to handle waves travelling out of the CNWT. The presence of walls and fixed, or floating, bodies in the CNWT can cause waves to be reflected/radiated back towards the wave generator. The NWM must be able to absorb these outgoing reflected/radiated waves, in addition to generating the desired wave field.

To assess the wave absorption ability of the NWM at the wave generator, a standing wave test case is proposed. Generating a monochromatic wave in a CNWT domain, with a fully reflective wall opposite the wave generator (see Figure 5), leads to the build-up of a standing wave. If no re-reflection occurs from the wave generation boundary, the mean height of the measured standing wave, $\bar{H}_{msw}$ (determined via phase averaging, see Section 3.1.1), should be twice the theoretical wave height $H_{\text{Theory}}$, or slightly less, due to wave dissipation. The metric for evaluating the absorption ability of the wave generator is the relative deviation between $H_{msw}$ and $H_{\text{Theory}}$, following

$$\epsilon_{H_{msw}} \pm \sigma_{\epsilon_{H_{msw}}} = \frac{\bar{H}_{msw} \pm 2H_{\text{Theory}}}{2H_{\text{Theory}}} \cdot 100\% . \quad (22)$$

$\epsilon_{H_{msw}} \pm \sigma_{\epsilon_{H_{msw}}}$ is henceforth referred to as Metric #6. Any deviation $\epsilon_{H_{msw}} > 0$ indicates re-reflection occurring from the wave generation boundary.
3.5. Wave Absorption at the Far Field Boundary

The capability of absorbing waves travelling from the generation boundary towards the far field boundary is crucial for an efficient CNWT. The far field boundary must absorb the outgoing waves to prevent undesired reflections back into the CNWT simulation zone, contaminating the generated wave field. Wave reflection, quantified by the reflection coefficient $R$, should ideally be eliminated ($R = 0\%$), or at least minimised ($R < < 10\%$), by the NWM at the far field boundary. In this paper, the reflection coefficient is calculated following

$$R = \frac{S_R}{S_I} \cdot 100\%, \quad (23)$$

where $S_R$ and $S_I$ are the spectral densities for the incident and reflected wave field [76]. To separate the incident and reflected wave field, the three point method is used, where the free surface elevation time traces are measured at three different wave probes that are spaced at specific relative distances from each other. Based on the guidelines provided by Mansard and Funke [76], the distance between wave probe 1 (WP1) and wave probe 2 (WP2) is set to $\lambda/10$, and the distance between WP1 and wave probe 3 (WP3) is set to $\lambda/4$.

3.6. Overview of Evaluation Metrics

To summarise the above proposed assessment metrics and methodologies, Table 1 lists the different metrics, their application, the quantity and its unit.

<table>
<thead>
<tr>
<th>Metric #</th>
<th>Application</th>
<th>Quantity</th>
<th>Unit</th>
<th>Equation #</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Discretisation uncertainty</td>
<td>$U$</td>
<td>[%]</td>
<td>(10)</td>
</tr>
<tr>
<td>2</td>
<td>Sensitivity to solution schemes, solver setting</td>
<td>$\epsilon_{\text{Hex}}$</td>
<td>[%]</td>
<td>(13)</td>
</tr>
<tr>
<td>3</td>
<td>Wave generation of mSSs (wave height)</td>
<td>$\epsilon_{\text{EI}}(x) \pm \sigma_{\epsilon_{\text{EI}}}(x)$</td>
<td>[%]</td>
<td>(15)</td>
</tr>
<tr>
<td>4</td>
<td>Wave generation of mSSs (velocity profiles)</td>
<td>$\epsilon_{\text{EI}<em>{\text{crest}}}(x_n, z_m) \pm \sigma</em>{\epsilon_{\text{EI}_{\text{crest}}}}(x_n, z_m)$</td>
<td>[%]</td>
<td>(18)</td>
</tr>
<tr>
<td>5</td>
<td>Wave generation of pSSs</td>
<td>$\epsilon_{\text{nRMSE}}(x)$</td>
<td>[%]</td>
<td>(20)</td>
</tr>
<tr>
<td>6</td>
<td>Wave absorption at generation boundary</td>
<td>$\epsilon_{\text{AR}} \pm \sigma_{\epsilon_{\text{AR}}}$</td>
<td>[%]</td>
<td>(22)</td>
</tr>
<tr>
<td>7</td>
<td>Wave absorption at the far field boundary</td>
<td>$R$</td>
<td>[%]</td>
<td>(23)</td>
</tr>
</tbody>
</table>

4. Illustrative Example

Given the vast number of available CFD solvers and NWMS, and the virtually infinite number of sea states, it is impossible to assess all potential combinations in a single study. The assessment metrics and methodologies have hence been presented in a general sense, to be straightforwardly applied by interested readers to their specific wave maker implementation and setup at hand. However, an illustrative example is presented in the following, to show the applicability of the metrics and methodologies proposed in Section 3. While results for the illustrative example are shown in Section 5,
this section introduces the considered test cases (Section 4.1), sea states (Section 4.2) and the numerical framework (Section 4.3).

4.1. Test Cases

Wave propagation test cases were considered for the quantification of general modelling inaccuracies, i.e., discretisation uncertainty, sensitivity to solution schemes and solver setting and numerical wave damping. Monochromatic sea states (in deep and shallow water conditions) and a deep water polychromatic sea state were used to assess the performance of the NWMs, in terms of wave generation and wave absorption (at the generation boundary and the far field boundary). The complete test matrix is shown in Table 2.

Table 2. Test matrix.

<table>
<thead>
<tr>
<th>Wave Propagation Test</th>
<th>mSSs</th>
<th>pSS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deep Water</td>
<td>Deep Water</td>
<td>Shallow Water</td>
</tr>
<tr>
<td>Discretisation uncertainty</td>
<td>•</td>
<td>–</td>
</tr>
<tr>
<td>Schemes and solver settings</td>
<td>•</td>
<td>–</td>
</tr>
<tr>
<td>Numerical wave damping</td>
<td>•</td>
<td>–</td>
</tr>
<tr>
<td>Wave generation</td>
<td>–</td>
<td>•</td>
</tr>
<tr>
<td>Wave absorption at generator</td>
<td>–</td>
<td>•</td>
</tr>
<tr>
<td>Wave absorption at far field boundary</td>
<td>–</td>
<td>•</td>
</tr>
</tbody>
</table>

4.2. Sea States

Three types of unidirectional, long crested sea states were considered to assess the NWMs: monochromatic sea states in both deep and shallow water, and a polychromatic sea state in deep water. The characteristics of these three sea states are listed in Table 3. The peak period, $T_p$, significant wave height, $H_s$, and water depth, $d$, of the pSS, represent realistic open-ocean conditions at sites such as BIMEP in the Bay of Biscay [77]. The period, $T$, and wave height, $H$, for the deep water mSS were derived from the pSS. The shallow water mSS was then derived from the deep water mSS, so that the wave height was kept constant, which simplified the setup of the numerical domain. Theoretical time traces of the free surface elevation for the deep and shallow water mSS are plotted in Figure 6a,b, respectively. The locations of the deep and shallow water mSS in the wave theory diagram established by Le Méhauté [78] are shown in Figure 6c. The power spectral density plot for the pSS is shown in Figure 6d.

Table 3. Sea states characteristics.

<table>
<thead>
<tr>
<th>mSS</th>
<th>$T$ ($T_p$)</th>
<th>$H$ ($H_s$)</th>
<th>$d$</th>
<th>$\lambda$ ($\lambda_p$)</th>
<th>$kd$</th>
<th>$H/\lambda$</th>
<th>Wave Theory</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deep Water</td>
<td>8 s</td>
<td>1.5 m</td>
<td>70 m</td>
<td>100 m</td>
<td>4.4</td>
<td>0.015</td>
<td>2nd Order Stokes</td>
</tr>
<tr>
<td>Shallow Water</td>
<td>19 s</td>
<td>1.5 m</td>
<td>7 m</td>
<td>163 m</td>
<td>0.3</td>
<td>0.009</td>
<td>Cnoidal Wave Theory</td>
</tr>
</tbody>
</table>

pSS | $T$ ($T_p$) | $H$ ($H_s$) | $d$ | $\lambda$ ($\lambda_p$) | $kd$ | $H/\lambda$ | Wave Theory |
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Deep Water</td>
<td>8 s</td>
<td>1.5 m</td>
<td>70 m</td>
<td>100 m</td>
<td>4.4</td>
<td>0.015</td>
<td>JONSWAP</td>
</tr>
</tbody>
</table>
(a) Second-Order Stokes wave: $T = 8 \text{s}, H = 1.5 \text{m}, d = 70 \text{m}$.

(b) Cnoidal wave: $T = 19 \text{s}, H = 1.5 \text{m}, d = 7 \text{m}$.

(c) Applicable wave theories for the monochromatic sea states, according to [78].

(d) Polychromatic sea state: JONSWAP $T_p = 8 \text{s}, H_s = 1.5 \text{m}, d = 70 \text{m}, \gamma = 3.3$, number of frequencies $N = 500$.

Figure 6. Theoretical time traces for the deep water mSS (a); shallow water mSS (b); location of the mSSs in the wave theory map (c); and the power spectral density distribution for the pSS (d).

4.3. Numerical Framework

In the illustrative example, all numerical simulations were performed using the open source CFD software OpenFOAM, specifically version 6.0 of the OpenFOAM Foundation fork [79]. For the illustrative test case, all simulations were run on a Dell PowerEdge machine with 48 GB RAM and Intel Xeon(R) E5-2440 processors with 2.4 GHz. The specific NWMs considered were:

- RZM NWM, as implemented in the waves2Foam toolbox (as of September 2018)
- SBM (ola) NWM, as implemented in the olaFLOW toolbox (as of September 2018)
- SBM (OF) NWM, as implemented in OpenFOAM v6.0 (as of September 2018)
- DBM NWM, as implemented in the olaFLOW toolbox (as of September 2018)
- ISM NWM, in-house implementation as proposed by Schmitt et al. [48]
- NB (OF) NWM, as implemented in OpenFOAM v6.0 (as of September 2018)
- NB (ISM) NWM, in-house implementation as proposed by Schmitt and Elsaesser [37]

In the following, all NWMs are only referred to by the acronym of the specific method, for brevity. For example, RZM NWM is referred to as RZM. The no-slip boundary condition is set at the NWT bottom wall. For all test cases, the numerical domain was two-dimensional (2D), due to the consideration of purely uni-directional waves. However, differing CNWT domain layouts, depicted in Figure 7 and listed in Table 4, were used for the different test cases. The domains for the deep water test cases were extended $1/10d$ above the free surface interface. For the shallow water cases, the extension above the free surface interface had a height of $d$. 
Figure 7. Domain layouts for the different test cases considered in the illustrative example. (a) Wave propagation test case: A simulation zone of $2\lambda$ length was used. (b) Assessment of wave generation accuracy: A simulation zone of $2\lambda$ length was used. Depending on the NWM, the length of the UExt may vary. The DExt was set to $20\lambda$ and $40\lambda$ for the mSSs and pSS, respectively. (c) Assessment of wave absorption at the wave generator with a fully reflective wall at the downwave domain boundary. Depending on the NWM, the UExt may vary. (d) Assessment of wave absorption accuracy: A simulation zone of $2\lambda$ length ess used. Depending on the specific test case and NWM, the length of the UExt and DExt extension may vary.

Table 4. Domain layouts.

<table>
<thead>
<tr>
<th>Description</th>
<th>Figure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Discretisation uncertainty</td>
<td></td>
</tr>
<tr>
<td>Schemes and solver settings</td>
<td></td>
</tr>
<tr>
<td>Numerical wave damping</td>
<td></td>
</tr>
<tr>
<td>Wave generation</td>
<td></td>
</tr>
<tr>
<td>Wave absorption at generator</td>
<td></td>
</tr>
<tr>
<td>Wave absorption at FFB</td>
<td></td>
</tr>
<tr>
<td>Wave absorption at FFB</td>
<td></td>
</tr>
</tbody>
</table>

Numerical Wave Probes

In the OpenFOAM framework, different numerical wave probes are available. Three different probe types were selected:

- Wave probe using the integral approach, as implemented in OpenFOAM v6.0 (hereafter referred to as OFWP) [80]
- Wave probe using the integral approach, implemented as an in-house wave probe (hereafter referred to as ihWP)
- Iso-surface sampling of the water volume fraction $\alpha = 0.5$ iso-surface as implemented in OpenFOAM v6.0 (hereafter referred to as isoWP)

The in-house wave probe evaluates surface elevation in the following way:

- The user specifies the vector of the wave probe position $x_p$ and the resolution $r$
- A search vector $v_s$ is defined as $v_s = (0, z_{BBMax} - x_{p,z})/r_z$, where $z_{BBMax}$ is the maximum $z$ value of the mesh bounding box, and $x_{p,z}$ is the $z$-component of the wave probe position vector
- Starting from the probe position $x_p$, the method then iterates over all positions $x(i) = x(i-1) + v_s$, and the $\alpha$ values at each position are summed up to $\alpha_S$
- The surface elevation location is then evaluated as $x_{p,z} + \alpha_S/r \cdot (z_{BBMax} - x_{p,z})$

For all simulations performed in the illustrative example, the resolution $r$ was set to 500. The ihWP differs from the OFWP in the way, that the user has no control over the resolution. Furthermore, while
in the ihWP the wave probe position $x_p$ should be placed underneath the free surface interface, the OFWP always iterates over the whole domain bounding box.

Note that this selection does not cover all available wave probes implemented in the OpenFOAM toolbox. Alternative wave probes are for example implemented in the waves2Foam toolbox [81]. Results of the different wave probes for the various test cases are presented throughout the illustrative example.

5. Results and Discussion

This section presents the results and discussion of the illustrative example. First, the general modelling inaccuracies were analysed (Section 5.1). Then, wave generation (Sections 5.2–5.4) and wave absorption capabilities (Sections 5.5–5.8) were assessed for the different sea states.

5.1. General Modelling Inaccuracies

The assessment of the general modelling inaccuracies utilises the generic wave propagation in a CNWT with cyclic boundaries test case, introduced in Section 3.1. A schematic of the NWT setup is depicted in Figure 7a. Waves, with characteristics of the deep water mSS in Table 3, were initialised in the tank at $t = 0$. After analysing the inaccuracies introduced by the spatial and temporal discretisation (Section 5.1.1), the sensitivity to the solver settings and solution schemes was investigated (Section 5.1.2) and, finally, the numerical wave damping was assessed (Section 5.1.3).

5.1.1. Spatial and Temporal Discretisation

Three uniform grids with incrementally decreasing cell sizes were considered for the grid convergence study. Normalised by the wave height, grid sizes of 5, 10 and 20 cells, per wave height in transversal direction, were employed. Considering cell aspect ratios of 1, this results in cell sizes of 333, 666 and 1332 cells per wave length, respectively. The temporal discretisation for the performed simulations was kept constant at 400 time steps per wave period ($400 \Delta t / T$).

Simulations in the cyclic domain were performed for a simulated time of $t_s = 25$ s. As stated in Section 3.1.1, the grid convergence methodology proposed by Roache [72], Stern et al. [73] and Vukčević [74] takes a single measure for each grid size as input. Therefore, the phase averaged wave height (See Equation (12)) was determined at a location $x = \lambda$ (according to Figure 7a). The resulting wave heights for each grid size and from different wave probes, as well as the convergence characteristics and the relative grid uncertainty, are listed in Table 5.

Table 5. Spatial convergence.

<table>
<thead>
<tr>
<th></th>
<th>5CPH $^1$</th>
<th>10CPH $^1$</th>
<th>20CPH $^1$</th>
<th>Convergence</th>
<th>$U$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ihWP</td>
<td>1.483 m</td>
<td>1.493 m</td>
<td>1.494 m</td>
<td>Monotone</td>
<td>&lt;0.01%</td>
</tr>
<tr>
<td>OFWP</td>
<td>1.486 m</td>
<td>1.494 m</td>
<td>1.496 m</td>
<td>Monotone</td>
<td>0.02%</td>
</tr>
<tr>
<td>isoWP</td>
<td>1.491 m</td>
<td>1.493 m</td>
<td>1.497 m</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

$^1$ Cells per wave height.

Table 5 shows that the spatial discretisation converges for a transversal resolution of 10 cells per wave height, with a resulting relative grid uncertainty of $O(0.01\%)$. It should be pointed out that the ihWP and OFWP indicate monotonic convergence, while the isoWP indicates divergence. This inconsistency, however, is due to the very small differences in mean wave height found with the latter wave probe. Generally, the difference in mean wave height, for the three considered wave probes, is of the order of $O(0.1\%)$ of the target wave height.

In addition to the free surface elevation, the velocity profile over the water depth is an important, but often neglected, quantity for free surface waves, and should thus be considered in the convergence study. The definition of a single measure, to be used in the convergence study, is not straightforward for the velocity profile. Hence, visual inspection of the profile was used.
Figure 8a,b shows the velocity profile measured at \( x = \lambda \) at a single time instance representing a wave crest and trough, respectively. The close ups of the velocities in the vicinity of the free surface and the bottom wall clearly show that a cell size of 10 cells per wave height does not yet deliver converged results in terms of the velocity profile. This suggests that a cell size of 20 cells per wave height should be considered throughout the presented illustrative examples.

After defining the required spatial discretisation, a convergence study on the temporal discretisation was performed along the same lines as the spatial discretisation. Using a uniform mesh with 20 cells per wave height in the transversal and 1332 cells per wave length in the longitudinal directions, the temporal discretisation was varied to 200, 400 and 800 time steps per wave period \( \frac{dt}{T} \). The results for the phase averaged wave height, alongside the convergence characteristic and the relative grid uncertainty, are listed in Table 6 for the three different wave probes. The results consistently show monotonic convergence and relative grid uncertainty of the order of \( O(0.05\%) \). Furthermore, inspection of the velocity profiles at the crest and trough time instances, for the different temporal discretisations, shows virtually no difference. For brevity, the profiles are not plotted here.

<table>
<thead>
<tr>
<th>Temporal convergence.</th>
<th>200 ( \frac{dt}{T} )</th>
<th>400 ( \frac{dt}{T} )</th>
<th>800 ( \frac{dt}{T} )</th>
<th>Convergence</th>
<th>( U )</th>
</tr>
</thead>
<tbody>
<tr>
<td>ihWP</td>
<td>1.482 m</td>
<td>1.494 m</td>
<td>1.496 m</td>
<td>Monotone</td>
<td>0.06%</td>
</tr>
<tr>
<td>OFWP</td>
<td>1.484 m</td>
<td>1.496 m</td>
<td>1.498 m</td>
<td>Monotone</td>
<td>0.06%</td>
</tr>
<tr>
<td>isoWP</td>
<td>1.488 m</td>
<td>1.497 m</td>
<td>1.498 m</td>
<td>Monotone</td>
<td>0.04%</td>
</tr>
</tbody>
</table>

Although temporal convergence was determined section based on the wave propagation test case, the numerical methods underlying the different NWMS may also show some dependency on the time step size. The dependency of the NWM performance on the time step size was hence monitored throughout all test cases.

In the spatial convergence studies, a uniform grid with cubic cells was used. For engineering applications, such a discretisation is not desirable, due to the high cell count. It is thus desired to reduce the required cells count by using different refinement levels, and mesh grading, for the transversal discretisation of the NWT. Five additional mesh layouts were considered to test the influence of the non-uniform mesh on the resulting surface elevation and velocity profile. Figure 9 schematically depicts the mesh layouts for the uniform mesh and mesh layouts #1–#5. Layouts #1–#4 only feature mesh refinement, while layout #5, the final mesh layout (see Figure 10), also includes grading in transversal direction.
Figure 9. Examples of different meshes using varying refinement layers along the water column: Different colours mark different mesh sizes, parameterised by the wave height (Schematic not at scale).

Figure 10. Screenshot of the final spatial discretisation of the CNWT with mesh layout #5.

Table 7 shows the relative deviation, \( d\tilde{H} \), following Equation (24), where \( \tilde{H}_i \) is the phase averaged wave height for Mesh Layout #1–#5, and \( \tilde{H}_r \) is the phase averaged wave height from the uniform mesh.

\[
d\tilde{H} = \frac{\tilde{H}_i - \tilde{H}_r}{\tilde{H}_r} \cdot 100\%
\]

Additionally, the relative cell count, \( C_r = \frac{\text{cell count}_{\text{Mesh } i}}{\text{cell count}_{\text{Uniform}}} \), for each mesh layout is listed in Table 7. The relative deviation in wave height shows some scatter over the range of mesh layouts and wave probes. However, the differences show maximum values of the order of \( O(0.1\%) \), which is considered relatively insignificant.

Inspecting the velocity profile along the water column at the wave crest and trough time instances (see Figure 11a,b, respectively), reveals only relatively small deviations close to the free surface. However, close to the bottom wall, larger differences become obvious. Interestingly, even meshes with similar cell sizes, in the vicinity of the bottom wall, compared to the uniform mesh (i.e., Mesh #4 and Mesh #5), show relatively large differences in the velocity close to the wall.

This makes a clear definition of the correct spatial discretisation hard, if uniform meshes with large cell counts are to be avoided. Mesh Layout #5 was chosen, which captures the slope of the velocity
profile in the vicinity of the wall, but over- (under-)predicts the magnitude for the crest (trough),
compared to the uniform mesh.

<table>
<thead>
<tr>
<th></th>
<th>Uniform</th>
<th>Mesh #1</th>
<th>Mesh #2</th>
<th>Mesh #3</th>
<th>Mesh #4</th>
<th>Mesh #5</th>
</tr>
</thead>
<tbody>
<tr>
<td>(C_r) [-]</td>
<td>1</td>
<td>0.66</td>
<td>0.46</td>
<td>0.77</td>
<td>0.11</td>
<td>0.04</td>
</tr>
<tr>
<td>ihWP [%]</td>
<td>0</td>
<td>&lt; −0.1</td>
<td>0.1</td>
<td>0.2</td>
<td>0.2</td>
<td>−0.1</td>
</tr>
<tr>
<td>OFWP [%]</td>
<td>0</td>
<td>&lt; −0.1</td>
<td>0.1</td>
<td>&lt;0.1</td>
<td>&lt;0.1</td>
<td>&lt;0.1</td>
</tr>
<tr>
<td>isoWP [%]</td>
<td>0</td>
<td>&lt; −0.1</td>
<td>&lt;0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0</td>
</tr>
</tbody>
</table>

**Figure 11.** Velocity profiles extracted along the tank depth for the wave crest (a) and trough (b) for
different meshes using varying refinement layers along the water column according to Figure 9.

5.1.2. Sensitivity to Solver Settings and Solution Schemes

In the OpenFOAM toolbox, users have the option to select specific solution schemes and solver
settings for their simulations. In the case of multiphase, wave propagation problems, these settings
may influence the quality of the solution. Based on user experience, and some appropriate tutorial
cases, different solution schemes and solver settings were tested to determine the sensitivity to these
settings. First, a number of cases with different discretisation schemes for the time derivatives and
divergences were tested. The test matrix is listed in Table 8. For brevity, the considered divergence
schemes are limited to divergence related to the water volume fraction \(\alpha\), i.e., \(\nabla \cdot U(x, t)\alpha(x)\) and
\(\nabla \cdot [U_r(x, t)\alpha(x)(1 - \alpha(x))]\).

Explanations of the different available solution schemes can be found in the OpenFOAM User
Guide [82]. The solver settings are kept constant throughout these test cases, and refer to test Case #1 in
Table 9. The sensitivity of the simulation results to solver settings and solution schemes was evaluated
and quantified by the relative deviation of the wave height, at a specific wave period, to the target
wave height \(\epsilon H_{mi}\) (Metric #2, see Equation (24)). The results are shown in Figure 12a. Furthermore, the
normalised run time \(t_r/t_s\), as a quantification of the computational cost, is listed in Table 8.
Table 8. Test matrix for the sensitivity analysis to numerical solution schemes.

<table>
<thead>
<tr>
<th>Case #</th>
<th>Time Derivative Schemes</th>
<th>Divergence Schemes</th>
<th>( \frac{t}{t_s} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Euler</td>
<td>Gauss MUSCL (^1)</td>
<td>255</td>
</tr>
<tr>
<td>2</td>
<td>Crank–Nicolson 0.9</td>
<td>Gauss MUSCL (^1)</td>
<td>252</td>
</tr>
<tr>
<td>3</td>
<td>Crank–Nicolson 0.5</td>
<td>Gauss MUSCL (^1)</td>
<td>242</td>
</tr>
<tr>
<td>4</td>
<td>Crank–Nicolson 0.1</td>
<td>Gauss MUSCL (^1)</td>
<td>241</td>
</tr>
<tr>
<td>5</td>
<td>Euler</td>
<td>Gauss vanLeer</td>
<td>257</td>
</tr>
<tr>
<td>6</td>
<td>Euler</td>
<td>Gauss vanLeer</td>
<td>258</td>
</tr>
</tbody>
</table>

\(^1\) Monotone Upstream-centered Schemes for Conservation Laws [83].

Figure 12. Relative deviation of measured wave height to target wave height over consecutive wave periods. Results are extracted using a single wave probe, i.e., OFWP.

In Figure 12a, some deviations can be observed when employing the Crank–Nicolson scheme for time derivatives, while all simulations using the Euler scheme show virtually no difference relative to each other and relatively small deviations from the target wave height. In terms of run time, only considering cases with Euler time schemes (i.e., Cases #1, #5, #6, and #7), Case #5, with Gauss vanLeer and Gauss interface compression schemes for the divergence schemes, is the computationally most efficient setup, with a normalised run time of \( \frac{t}{t_s} = 242 \).

To test the sensitivity of the simulations to the solver settings, again based on user experience and appropriate tutorial cases, a number of test cases with varying solver settings were simulated. Due to the vast number of tunable settings, the test cases were limited to different settings for the PIMPLE algorithm [84] and the solution of the water volume fraction \( \alpha \). Explanations of the different available solver settings can be found in the OpenFOAM User Guide [85–87]. The test matrix is shown in Table 9. The influence of the solver settings was quantified using Metric #2. Results for the error \( \epsilon_{H_{mi}} \) are shown in Figure 12b and normalised run times are listed in Table 9.

Table 9. Test matrix for the sensitivity analysis to numerical solver settings.

<table>
<thead>
<tr>
<th>Case #</th>
<th>PIMPLE</th>
<th>Water Volume Fraction ( \alpha )</th>
<th># of MULES Iterations Over the Limiter</th>
<th>( \frac{t}{t_s} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3</td>
<td>1</td>
<td>yes</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>0</td>
<td>yes</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>0.5</td>
<td>yes</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>1</td>
<td>yes</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>1</td>
<td>yes</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>1</td>
<td>no</td>
<td>–</td>
</tr>
</tbody>
</table>

\(^1\) \( c\text{Alpha} \) controls the interface compression. For values > 0, interface compression was applied [86].

\(^2\) multi-dimensional limiter for explicit solution [87].
From the results plotted in Figure 12b, it can be seen that the reduction of PIMPLE iterations has a relatively large influence on the simulation results, specifically for the last wave period. Excluding this case (Case #4), it can be seen that all results fall within a relatively narrow error band of \( \pm 0.5\% \). Together with the normalised run times, listed in Table 9, Case #6 delivers accurate results for the least computational cost, and should be considered in all subsequent simulations. However, it was found that some NWMs show numerical instability when omitting the semi-implicit multi-dimensional limiter for explicit solution (MULES) correction. Hence, for all further test cases shown in this section, solver settings according to test Case #1 in Table 9, and solutions schemes according to Case #5 in Table 8, were employed.

5.1.3. Numerical Wave Damping

To evaluate numerical damping in the CNWT, the simulations in the cyclical NWT were run for \( t_s = 85 \) s. The free surface elevation was measured at location \( x = \lambda \) (according to Figure 7a). During post processing, the wave height of the same wave was determined for each time it passes the wave probe, resulting in five data points. The relative deviation from the target wave height is shown in Figure 13.

![Figure 13. Relative deviation of measured wave height to target wave height over consecutive wave periods for the three different wave probes.](image)

As expected, the wave is damped (decreasing wave height) while travelling through the tank, with a maximum degradation of 2\% after five wave cycles. These results should be taken into account when evaluating and comparing the wave height at different locations in a larger, i.e., longer, domain.

Furthermore, the results plotted in Figure 13 indicate very small differences in the sampled free surface elevation for the different wave probes. For each data point in the plot, marginal difference of the order of \( O(< 0.24\%) \) can be observed, matching the difference found in the temporal and spatial discretisation convergence study. The performance of different wave probes was further monitored, as presented in the following sections.

5.2. Wave Generation—Deep Water mSS

In this section, results for the assessment of wave generation are presented in three subsections, studying the effect of the temporal problem discretisation (see Section 5.2.1), wave damping along the CWNT (see Section 5.2.2) and, finally, the velocity profiles along the water column (see Section 5.2.3). For optimum setup of the relaxation zone and impulse source method wave maker, preliminary calibration studies had to be performed, which are detailed in Appendices B.1 and C.1, respectively.

5.2.1. Time Step Dependency

The temporal convergence study, based on the wave propagation test proposed by Roenby et al. [65], is shown in Section 3.1.1. However, since the NWMs used in this illustrative example can show dependency on the temporal discretisation, different time step sizes were again tested for the considered NWMs. To investigate the time step dependency of the NWMs, Metric #3 was applied and the error \( \bar{e}_H \pm \sigma_{\bar{e}_H} \) was monitored for the five NWMs and for four time step sizes, i.e., \( \frac{T}{dt} = 200, 400, 800 \) and 1600. Free surface elevation data were extracted at a single location, i.e.,
x = \lambda$. By way of example, Figure 14a shows the free surface elevation time traces for the five NWMs for a single time step ($T/dt = 800$), with the interrogation window for the zero up-crossing analysis highlighted in grey. For the SBM (ola), Figure 14b shows the error $\bar{\epsilon}_H \pm \sigma_{\bar{\epsilon}_H}$ plotted over the four different time steps. For clarity, only a single NWM is considered in Figure 14b. Furthermore, Figure 14b only shows results from the wave probe implemented in OpenFOAM, OFWP. Results for all wave makers and all wave probes are listed in Table 10. Note that, due to numerical instabilities, Table 10 shows some voids for the DMB, for time step $T/dt = 200$. Additionally, some voids can be observed for various NWMs and the isoWP, caused by errors in the numerical sampling strategy. Since all wave probes sample the same field variable, i.e., the water volume fraction, the errors may stem from the file input/output. At the time of writing, the cause of the error has not yet been determined.

![Figure 14](image.png)

(a) Time Trace: Interrogation window highlighted in grey

(b) Error $\bar{\epsilon}_H \pm \sigma_{\bar{\epsilon}_H}$

Figure 14. Example plots of the free surface elevation time traces for different NWMs (a) and the time step sensitivity on the error $\bar{\epsilon}_H \pm \sigma_{\bar{\epsilon}_H}$ (b) for the SBM using the olaFlow toolbox. For brevity, results are only shown for the OFWP.

Table 10. Error $\bar{\epsilon}_H \pm \sigma_{\bar{\epsilon}_H}$ between target and resulting wave height for different time step sizes NWMs and WPs.

<table>
<thead>
<tr>
<th>[%]</th>
<th>$T/dt = 200$</th>
<th>$T/dt = 400$</th>
<th>$T/dt = 800$</th>
<th>$T/dt = 1600$</th>
</tr>
</thead>
<tbody>
<tr>
<td>RZM</td>
<td>$-3.4 \pm 0.4$</td>
<td>$-3.0 \pm 0.3$</td>
<td>$-3.0 \pm 0.3$</td>
<td>$-3.0 \pm 0.3$</td>
</tr>
<tr>
<td>SBM (ola)</td>
<td>$-3.4 \pm 0.4$</td>
<td>$-3.2 \pm 0.4$</td>
<td>$-3.0 \pm 0.5$</td>
<td>$-2.1 \pm 0.3$</td>
</tr>
<tr>
<td>SBM (OF)</td>
<td>$-12.9 \pm 0.5$</td>
<td>$-11.9 \pm 0.5$</td>
<td>$-12.0 \pm 0.5$</td>
<td>$-11.4 \pm 0.5$</td>
</tr>
<tr>
<td>DBM</td>
<td>$-14.0 \pm 0.7$</td>
<td>$-12.0 \pm 0.6$</td>
<td>$-2.7 \pm 0.1$</td>
<td>$-2.4 \pm 0.1$</td>
</tr>
</tbody>
</table>

A clear dependency of the error $\bar{\epsilon}_H \pm \sigma_{\bar{\epsilon}_H}$ on the time step size can be observed in Figure 14b, as well as in Table 10. Generally, converged solutions can be found for time steps $T/dt \geq 800$. The results listed in Table 10 also show the dependency of the results on the different numerical wave probes. In Figure 13, a first comparison of different numerical wave probes is shown, indicating a deviation of $O(0.2\%)$. These findings can be confirmed from the results in Table 10. It can be observed that the OFWP and isoWP, consistently show comparable results, while the ihWP generally over-predicts the error, though to a relatively small extend ($O(0.1\%)$). Only for the SBM (OF) can relatively large discrepancies be found for the ihWP compared to the other wave probes. The error for this NWM is large ($O(-10\%)$) for all wave probes, which has to be taken into account when evaluating the
differences between the wave probes. Overall, however, it can be concluded that the numerical wave probes employed in this test case perform with similar precision, following the results found in Section 5.1.3.

5.2.2. Wave Damping

Metric #3 was used to evaluate the consistency of the wave field along the length of the CNWT. Figure 15 shows $\bar{\epsilon}_{\bar{H}} \pm \sigma_{\bar{H}}$ at different (normalised) locations $x/\lambda$ in the tank, ranging from $x/\lambda = 0.25$ to $x/\lambda = 1.75$. Free surface elevation data for the evaluation of Metric #3 were extracted from the OFWP in the interrogation window $t = 80 – 120$ s. For comparative purposes, all results are listed in Table 11.

![Figure 15](image_url)

**Figure 15.** Error $\bar{\epsilon}_{\bar{H}}$ between target and resulting wave height $\pm$ standard deviation $\sigma_{\bar{H}}$ for the five different NWMs at different locations along the CNWT.

**Table 11.** Error $\bar{\epsilon}_{\bar{H}} \pm \sigma_{\bar{H}}$ between target and resulting wave height $\pm$ standard deviation for the five different NWMs at different locations along the NWT.

<table>
<thead>
<tr>
<th>[%]</th>
<th>$\lambda = 0.25$</th>
<th>$\lambda = 0.5$</th>
<th>$\lambda = 0.75$</th>
<th>$\lambda = 1$</th>
<th>$\lambda = 1.25$</th>
<th>$\lambda = 1.5$</th>
<th>$\lambda = 1.75$</th>
</tr>
</thead>
<tbody>
<tr>
<td>RZM</td>
<td>$-0.1 \pm 0.1$</td>
<td>$&lt; 0.1 \pm 0.2$</td>
<td>$-0.3 \pm 0.1$</td>
<td>$0.2 \pm 0.2$</td>
<td>$-0.4 \pm 0.3$</td>
<td>$-0.1 \pm 0.2$</td>
<td>$-0.6 \pm 0.3$</td>
</tr>
<tr>
<td>SBM (ola)</td>
<td>$-0.9 \pm 0.1$</td>
<td>$-1.2 \pm 0.2$</td>
<td>$-1.3 \pm 0.1$</td>
<td>$-1.4 \pm 0.2$</td>
<td>$-1.3 \pm 0.2$</td>
<td>$-1.3 \pm 0.3$</td>
<td>$-1.5 \pm 0.2$</td>
</tr>
<tr>
<td>SBM (OF)</td>
<td>$-8.4 \pm 0.2$</td>
<td>$-11.0 \pm 0.3$</td>
<td>$-9.6 \pm 0.2$</td>
<td>$-10.5 \pm 0.3$</td>
<td>$-10.0 \pm 0.3$</td>
<td>$-10.4 \pm 0.3$</td>
<td>$-10.2 \pm 0.4$</td>
</tr>
<tr>
<td>DBM</td>
<td>$8.2 \pm 0.4$</td>
<td>$-0.6 \pm 0.2$</td>
<td>$-2.7 \pm 0.2$</td>
<td>$-0.9 \pm 0.2$</td>
<td>$-0.5 \pm 0.3$</td>
<td>$-1.1 \pm 0.2$</td>
<td>$-1.3 \pm 0.1$</td>
</tr>
<tr>
<td>ISM</td>
<td>$5.8 \pm 0.2$</td>
<td>$2.7 \pm 0.1$</td>
<td>$0.3 \pm 0.1$</td>
<td>$0.9 \pm 0.2$</td>
<td>$1.3 \pm 0.2$</td>
<td>$1.1 \pm 0.2$</td>
<td>$1.0 \pm 0.3$</td>
</tr>
</tbody>
</table>

Considering each NWM independently, the results in Figure 15 and Table 11 indicate overall consistent wave fields for all NWMs for $x/\lambda \geq 1$. Only the DBM and the ISM show relatively large deviations for $x/\lambda < 1$ and $x/\lambda < 0.75$, respectively. This indicates the occurrence of evanescent waves induced by the motion of the body of water at the DBM or in the ISM. To ensure good quality results, this should be taken into account when positioning a device in a CNWT.

Although consistent errors along the CNWT can be found for the SBM (OF), these are relatively large of the order of $O(-10\%)$, indicating an under-prediction of the generated wave. A first investigation of the source of this relatively large error is reported in Appendix D. From that, it can be concluded that the error in the SBM (OF) stems from two sources: One related to the second-order nature of the deep water mSS, and a second source based on inherent modelling inaccuracies, unrelated to the considered wave. A more detailed analysis of these error sources should be part of future work.

Analysis of the remaining NWMs shows that the RZM consistently generates the smallest errors along the length of the tank ($O(0.5\%)$). The ISM, SBM (ola) and DBM deliver similar results, of the order of $O(\pm 1\%)$. While the ISM over-estimates the wave height, the SBM (ola) and DBM under-estimate the wave height. The standard deviation for all the NWMs, at all positions in the CNWT, is relatively small, indicating not only a spatially consistent, but also a temporally consistent, wave field. Considering the general modelling inaccuracy, all NWMs but the SBM (OF) perform well for the deep water mSS.
5.2.3. Velocity Profiles

Finally, the velocity profiles of the horizontal velocity component were considered for the assessment of the wave generation accuracy of the NWMs. The accuracy of the velocity profiles was evaluated using Metric #4 (see Equation (18) and (19)). Results for the error $\epsilon_v (x_n, z_m) \pm \sigma_{\epsilon_v} (x_n, z_m)$ at the wave crest and trough, are shown in Figure 16.

![Figure 16](image_url)

(a) Crest (b) Trough

Figure 16. Velocity profiles of the horizontal velocity component along the water depth for wave crests (a) and trough (b).

For the wave crest, overall consistent results along the water column can be observed for the different NWMs. The error $\epsilon_v (x_n, z_m)$ falls within a band of $< \pm 0.5\%$ and negligible standard deviations $\sigma_{\epsilon_v} (x_n, z_m)$ can be observed. The RZM and DBM show increasing errors towards the floor of the CNWT. The velocities for the SBM (OF) show relatively larger deviations over the full water column compared to the other NWMs, under-predicting the velocity profile. However, given the relatively small magnitude of the error ($<0.25\%$), these errors fall within the range of numerical uncertainty.

It should be noted that the results for the SBM (OF) indicate a decoupling of the accuracy of surface elevation and velocity profile. While the surface elevation shows large errors over the length of the CNWT, the velocity profile does not seem to be affected by this inaccuracy. This is underpinned by the results for the wave trough.

For the velocity profile in the wave trough, generally a larger error, compared to the wave crest, of the order of $O(-2\%)$ can be observed. This error is, again, consistent along the water column for all NWMs, with small divergence towards the bottom wall of the CNWT. While the RZM, SBM (ola), DBM and ISM show very similar errors within a range of tank depths $-6/8 \leq z/d \leq 0$, the SBM (OF) shows slightly smaller errors. However, again, the magnitude of the difference between the SBM (OF) and the other NWMs is relatively small and likely falls within the range of numerical uncertainty. Regarding the wave crest, the results of the velocity profile in the trough prove the decoupling of velocity profile and surface elevation fidelity.

5.3. Wave Generation—Shallow Water mSS

For the shallow water mSS, solely Metric #3 was evaluated. Furthermore, only the RZM and SBM (ola) were able to generate the desired wave field for the cnoidal wave, considered in the illustrative example. Both, the ISM and the DBM failed to generate this specific shallow water wave. Although
a piston-type dynamic wave maker, as implemented in the olaFLOW toolbox, is generally able to create shallow water waves, i.e., constant velocity profiles along the water depth, it is believed that the considered cnoidal wave cannot be reproduced due to the strong non-linearities.

By way of example, Figure 17 shows the free surface elevation time trace, extracted with the OFWP at the centre of the CNWT, for a single time step \( T/dt = 800 \). The interrogation window used to evaluate Metric #3 is shaded. The time step dependency of the error was analysed for four different time steps and all wave probes are considered (see Table 12), as for the deep water mSS. For the RZM, results are missing for the isoWP, due to numerical errors in the numerical sampling strategy. A qualitative inspection of Figure 17 reveals high frequency noise in the free surface elevation time trace of the SBM (ola). This noise appears to a smaller extent in the RZM time trace. A quantitative assessment of the time step dependency, and wave damping, along the CNWT are given in Sections 5.3.1 and 5.3.2, respectively.

![Figure 17](image)

**Figure 17.** Plot of the free surface elevation (FSE) time traces at the centre of the CNWT for the RZM and SBM (ola). The interrogation window used for the zero up-crossing is shaded. For brevity, results are only shown for the OFWP.

### 5.3.1. Time Step Dependency

In terms of WPs, the results for the shallow water mSS generally follow the results from the deep water mSS, showing consistent errors for the OFWP and isoWP. Using the ihWP for the extraction of free surface elevation data results in larger errors, compared to OFWP and isoWP. In terms of time step size, the convergence is inferior compared to the case of the deep water mSS. However, overall, a similar error magnitude of the order of \( O(1\%) \) is achieved, indicating a modest over-prediction of the wave height. For the subsequent simulations, a time step size of \( T/dt = 1600 \) was used.

<table>
<thead>
<tr>
<th>( T/dt )</th>
<th>ihWP</th>
<th>OFWP</th>
<th>isoWP</th>
<th>ihWP</th>
<th>OFWP</th>
<th>isoWP</th>
<th>ihWP</th>
<th>OFWP</th>
<th>isoWP</th>
<th>ihWP</th>
<th>OFWP</th>
<th>isoWP</th>
</tr>
</thead>
<tbody>
<tr>
<td>400</td>
<td>0.2 ± 1.5</td>
<td>-0.6 ± 1.6</td>
<td>-</td>
<td>1.1 ± 0.3</td>
<td>0.3 ± 0.4</td>
<td>-</td>
<td>19 ± 0.3</td>
<td>12 ± 0.3</td>
<td>-</td>
<td>19 ± 0.3</td>
<td>12 ± 0.3</td>
<td>-</td>
</tr>
<tr>
<td>800</td>
<td>2.2 ± 1.4</td>
<td>1.4 ± 1.3</td>
<td>1.5 ± 1.4</td>
<td>2.1 ± 0.5</td>
<td>1.4 ± 0.4</td>
<td>1.4 ± 0.5</td>
<td>2.4 ± 0.3</td>
<td>1.7 ± 0.3</td>
<td>1.8 ± 0.4</td>
<td>1.7 ± 0.5</td>
<td>0.9 ± 0.5</td>
<td>1.0 ± 0.6</td>
</tr>
</tbody>
</table>

### 5.3.2. Wave Damping

To analyse the consistency of the wave field along the CNWT, the error \( \bar{\varepsilon}_R \pm \sigma_{\bar{\varepsilon}_R} \) was evaluated at different (normalised) locations \( x/\lambda \) in the tank, ranging from \( x/\lambda = 0.25 \) to \( x/\lambda = 1.75 \). Figure 18 shows \( \bar{\varepsilon}_R \pm \sigma_{\bar{\varepsilon}_R} \) at these locations. Free surface elevation data for the evaluation of Metric #3 were extracted from the OFWP in the interrogation window \( t = 60–180 \) s. For comparative purposes, all results are listed in Table 13.
Figure 18. The error $\bar{\epsilon}$ between target and resulting wave height ± standard deviation $\sigma_{\bar{\epsilon}}$ along the CNWT for the RZM and SBM (ola). For brevity, results are only shown for the OFWP.

Table 13. Error $\bar{\epsilon} \pm \sigma_{\bar{\epsilon}}$ between target and resulting wave height for the five different NWMs at different locations along the NWT.

<table>
<thead>
<tr>
<th>[%]</th>
<th>$\lambda = 0.25$</th>
<th>$\lambda = 0.5$</th>
<th>$\lambda = 0.75$</th>
<th>$\lambda = 1$</th>
<th>$\lambda = 1.25$</th>
<th>$\lambda = 1.5$</th>
<th>$\lambda = 1.75$</th>
</tr>
</thead>
<tbody>
<tr>
<td>RZM</td>
<td>1.7 ± 0.1</td>
<td>1.4 ± 0.1</td>
<td>1.8 ± 0.2</td>
<td>1.2 ± 0.3</td>
<td>0.4 ± 0.5</td>
<td>0.4 ± 0.4</td>
<td>0.8 ± 0.2</td>
</tr>
<tr>
<td>SBM (ola)</td>
<td>0.8 ± 0.4</td>
<td>0.9 ± 0.3</td>
<td>1.3 ± 0.2</td>
<td>1.7 ± 0.3</td>
<td>1.5 ± 0.5</td>
<td>1.3 ± 0.7</td>
<td>2.3 ± 0.9</td>
</tr>
</tbody>
</table>

In Figure 18 and Table 13, an error of the order of $O(1\%)$ can be observed, indicating an overall over-estimation of the wave height for the RZM and SBM (ola). Compared to the deep water mSS, the RZM shows larger errors for the shallow water wave, while the SBM (ola) shows similar performance. For both NWMs, the wave height is over-estimated for the shallow water mSS case while, for the deep water mSS, the wave height is under-estimated. The standard deviation for both NWMs shows a similar magnitude for the deep and shallow water cases, indicating little temporal scatter. An outlier in the error can be found for the SBM (ola) at the furthest location from the wave generation boundary in the CNWT, at $\lambda = 1.75$. Here, both the error and standard deviation show relatively large magnitudes. Overall, satisfying performance in terms of shallow water wave generation can be achieved with the RZM and SBM (ola).

5.4. Wave Generation—pSS

Finally, a pSS was considered for the assessment of the wave generation capabilities of the NWMs. Only the RZM and SBM (ola) can produce the desired wave field. For the SBM (OF), the implementation of the required wave theory is missing. The DBM uses pre-processed time traces for the wave maker paddle motion. In the employed version of the DBM, such a pre-processing tool is not readily provided for pSSs. For the ISM, the calibration method proposed by Schmitt et al. [48] is not yet able to calibrate the impulse source input based on a PSD distribution. Thus, the SBM (OF), DBM and ISM were excluded from this part of the NWM assessment. Metric #5 was applied to the free surface elevation time traces, which is, for brevity, only extracted with the OFWP. Furthermore, results are only shown for a single time step, i.e., $T/dt = 800$, chosen based on the results presented in Section 5.2. As mentioned in the description of the methodology for Metric #5 (see Section 3.3), the results were averaged over four simulations of length $t_s = 400$ s each, to obtain statistically converged results. The different distances between the wave generation boundary and the evaluation locations has been taken into account, as described in Section 3.3.

Figure 19a,b show the PSD plot obtained from time traces measured at different locations $\lambda/x$ in the CNWT for the RZM and SBM (ola), respectively. Based on these PSDs, Figure 19c shows the nRMSE distribution over the CNWT length.
A qualitative analysis of Figure 19a,b reveals that the RZM does not capture the peak as well as the SBM (ola). In contrast, a better match between lower and higher frequency components is achieved by the RZM, compared to the SBM (ola).

These qualitative results are reflected in the results of the quantitative analysis shown in Figure 19c. Overall, consistent results over the length of the CNWT, where deviations in the nRMSE between the location of the order of $O(\pm 0.5\%)$, can be observed, for both NWMs. The results of the RZM show consistently larger nRMSEs of the order of $O(6\%)$, compared to nRMSEs of the order of $O(5\%)$ for the SBM (ola). Considering the equivalent results of Sections 5.2 and 5.3, this difference between the NWMs is consistent. However, it is interesting that both NWMs deliver nRMSEs of a similar order of magnitude, although considerable differences between Figure 19a,b can be observed. This indicates compensation of the nRMSE, caused by the peak mismatch in the RZM via the relatively good match in the lower and higher frequency components. In contrast, the mismatch in the lower and higher frequency components of the SBM (ola) is compensated through the relatively good match in the peak.

### 5.5. Wave Absorption at the Wave Generator

Metric #6 was employed to evaluate the wave absorption quality at the wave generation boundary. For a qualitative comparison, time traces of the free surface elevation, extracted at the centre location of the CNWT, which were used for the evaluation of Metric #6, are shown in Figure 20, in the normalised form $\eta/H_{\text{Theory}}$. Figure 20 includes plots for the RZM (Figure 20a), SBM (ola) (Figure 20b), SBM (OF) (Figure 20c), DBM (Figure 20d) and ISM (Figure 20e).

Differences in absorption at the wave generation boundary can be observed from the qualitative inspection of the free surface elevation time traces for the different NWMs. While the RZM, SBM (ola) and the ISM show similar surface elevation, with wave heights of less than $2H_{\text{Theory}}$, the SBM (OF) and the DBM show increasing surface elevations over the course of the simulation. This indicates re-reflections from the wave generation boundary, which is an indicator of poor wave absorption at the generation boundary.
Figure 20. Free surface elevation (FSE) time traces extracted at the centre location of the CNWT using the OFWP for the RZM, SBM (ola), SBM (OF), DBM and ISM. The interrogation window for the evaluation of Metric #6 are highlighted in grey.

These results are underpinned by the quantitative values of the error $\epsilon_{H_{msw}} \pm \sigma_{H_{msw}}$, listed in Table 14. Table 14 also includes the results for the shallow water mSS. Note, however, that only results for the RZM are available for the cnoidal wave. Since the SBM (OF), DBM and ISM are not able to generate the desired shallow water wave field, no results can be obtained. For the SBM (ola), which is able to generate the cnoidal wave, the test case led to numerical instability and, ultimately, a crash of the simulation\(^1\). At the time of writing, the cause of the numerical instability is not clear to the authors and requires further investigation.

In the case of the deep water mSS, the quantitative results in Table 14 match the qualitative results in Figure 20. The RZM and ISM show errors of $-2.7\% \pm 2.1\%$ and $-1.4\% \pm 1.5\%$, respectively. This indicates under-estimation of the expected wave height of the standing wave of height $H_{sw} = 2H_{Theory}$. The SBM (ola) shows an error of $5.5\% \pm 2.8\%$, indicating over-estimation of the expected wave height $H_{sw}$. To draw conclusions from these results, the achieved accuracy of the wave generation test case has to be taken into consideration. The RZM shows relatively small errors for the wave generation test case. Hence, the error found for the standing wave test case actually indicates an under-estimation of the standing wave height, which, in turn, indicates too much wave damping at the wave generation boundary.

The error for the ISM, in the standing wave case, suggests higher accuracy of the ISM than the RZM. However, as shown in the pure wave generation case, the incoming wave from the ISM is already larger than $H_{Theory}$ (see Table 11). Thus, the relative performance of the ISM and RZM is similar. For the SBM (ola), the error for the pure wave generation test is found to be $-1.4\% \pm 0.2\%$.

\(^1\) As in the wave generation test case, different time step sizes have been considered for the evaluation. None of the tested time steps led to stability of the simulations
under-estimating the wave height. For wave absorption at the generation boundary, this means that the performance is even worse than indicated by the error listed in Table 14.

For the SBM (OF) relatively large errors of 361.7% ± 50.4% can be observed, which is already indicated by the free surface elevation time trace (see Figure 20c). This suggests that no absorption at the wave generation boundary is implemented in the SBM (OF). Similarly, the DBM shows a relatively large error of 80.5% ± 23.5% compared to the RZM, SBM (ola) and ISM. Since the DBM uses pre-computed time series as an input for the wave paddle movement, no feedback from reflected waves can be considered in the NWM, leading to the large error.

Finally, the shallow water mSS was considered. The absolute error found for the RZM is of the same order of magnitude as for the deep water mSS. However, for the shallow water case, the wave height is over-estimated. For the wave generation case, wave height over-estimation of 1.2% ± 0.3% is observed, indicating better absorption than suggested by the error listed in Table 14.

Table 14. Error $\bar{\epsilon} \pm \sigma_{\bar{\epsilon}}$ for the evaluation of the absorption quality at the wave generation boundary.

<table>
<thead>
<tr>
<th>[%]</th>
<th>Shallow Water mSS</th>
<th>Deep Water mSS</th>
</tr>
</thead>
<tbody>
<tr>
<td>RZM</td>
<td>3.9 ± 1.2</td>
<td>−2.7 ± 2.1</td>
</tr>
<tr>
<td>SBM (ola)</td>
<td>−</td>
<td>5.5 ± 2.8</td>
</tr>
<tr>
<td>SBM (OF)</td>
<td>−</td>
<td>361.7 ± 50.4</td>
</tr>
<tr>
<td>DBM</td>
<td>−</td>
<td>80.5 ± 23.5</td>
</tr>
<tr>
<td>ISM</td>
<td>−</td>
<td>−1.4 ± 1.5</td>
</tr>
</tbody>
</table>

5.6. Wave Absorption at the Far Field Boundary—Deep Water mSS

The wave absorption capabilities of the NWMs were assessed for the deep water mSSs. These test cases were furthermore used for the assessment of the computational requirements of the different NWMs. For the assessment of the absorption capabilities of the NWMs, the reflection coefficient $R$ (Metric #6, Equation (23)), as well as the wave height error $\bar{\epsilon}_H \pm \sigma_{\bar{\epsilon}_H}$ (Metric #3, Equation (15)), was considered. To evaluate $R$, free surface elevation data were extracted at $x = \lambda, x = \lambda/10$, and $x = \lambda/4$, using the OFWP. Only results for a single time step, $T/\Delta t = 800$, were evaluated. To evaluate $\bar{\epsilon}_H \pm \sigma_{\bar{\epsilon}_H}$, free surface elevation data at $x = \lambda$ were employed. The interrogation window was chosen to be the same as in Section 5.2. For an optimal setup of the RZM and NB (ISM), some preliminary calibration studies needed to be performed. For clarity, these calibration studies are detailed in Appendices B.2 and C.2, for the RZM and NB (ISM), respectively.

5.6.1. Absorption Capabilities

The results for $R$ are listed in Table 15 and the error $\bar{\epsilon}_H \pm \sigma_{\bar{\epsilon}_H}$, over normalised positions $x/\lambda$ in the CNWT, are plotted in Figure 21. Furthermore, Table 15 includes the normalised run time $t_r/t_s$ and the normalised run time per cell $(t_r/t_s)/\text{cell count}$. Analysis of the run times is discussed in Section 5.6.2.

Table 15. Reflection coefficient, normalised run time and normalised run time per cell for the deep water mSS.

<table>
<thead>
<tr>
<th></th>
<th>$R$ [%]</th>
<th>$t_r/t_s$ [-]</th>
<th>$(t_r/t_s)/\text{cell count} \cdot 10^{-4}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>RZM</td>
<td>5.1</td>
<td>291</td>
<td>8.7</td>
</tr>
<tr>
<td>SBM (ola)</td>
<td>26.2</td>
<td>77</td>
<td>6.9</td>
</tr>
<tr>
<td>NB (OF)</td>
<td>1.6</td>
<td>152</td>
<td>6.8</td>
</tr>
<tr>
<td>NB (ISM)</td>
<td>2.0</td>
<td>202</td>
<td>7.3</td>
</tr>
<tr>
<td>DBM</td>
<td>25.6</td>
<td>188</td>
<td>16.9</td>
</tr>
</tbody>
</table>
The reflection coefficients listed in Table 15 show relatively large differences, depending on the employed NWM. The largest R values, of the order of $O(25\%)$, can be observed for the SBM (ola) and DBM. This can be explained using the underlying wave theory, implemented for wave absorption. In the SBM (ola), the correction velocity, to cancel out the incoming waves, is based upon shallow water theory. For the DBM, only a piston-type wave paddle is implemented in the NWM toolbox. These piston-type wave absorbers (and generators) are generally used for the absorption (and generation) of shallow water waves. Hence, both SBM (ola) and DBM, show poor wave absorption at the far field boundary for the deep water mSS.

These findings are supported by the wave height error plotted in Figure 21. It should be noted here that wave generation for the SBM (ola) and DBM, in this specific test case, is the same, i.e., SBM (ola), and only the wave absorption method is different. From the plot in Figure 21, a clear scatter of the wave height can be observed for these two NWMs. This scatter is believed to stem from the buildup of a standing wave in the CNWT. Comparing the SBM (ola) and DBM, the spatial scatter of $\bar{e}_R \pm \sigma_{\bar{e}_R}$ is, as expected, very similar, since both absorption methods show similar R values. In terms of error margin, relatively large maximum errors of up to $-20\%$ are observable, while for the pure wave generation test case relatively small errors of the order of $O(-1\%)$ were achieved.

The RZM, NB (OF), and NB (ISM) show relatively small reflection coefficients of 5.1%, 1.6% and 2.0%, respectively. Although the reflection properties of the RZM shows an R value five times smaller than the SBM (ola) and DBM, the error plotted in Figure 21 still shows a relatively large magnitude of the order of $O(\pm10\%)$. Compared to the error of the order of $O(\pm0.1\%)$ in the pure wave generation test, this is a considerable increase. For the RZM, a regular spatial scatter can be observed, caused by a standing wave buildup in the CNWT. It should be noted that the absorption efficiency of the RZM can be controlled by the user through the choice of $L_a$ (see Figure A3). Better absorption performance can thus be bought for a higher cell count (see Section 5.6.2).

With the NB (ISM), a reflection coefficient of 2% is achieved. However, this accuracy can be influenced by the user, as shown in Appendix C.2. Effective wave absorption results in comparable errors of the wave height, over the length of the CNWT, compared to the pure wave generation test (see Figure 21).

The smallest reflection coefficient R of 1.6% can be found for the NB (OF). This is underpinned by the results shown in Figure 21. Although the error amplitude is relatively large ($O(-10\%)$), the relative difference to the error found for the wave generation test case is marginal. Note that the NB settings for the NB (OF) are also user defined, giving control over the absorption efficiency, dependent on the available computational resources. Good guidelines for the setup of the NB are provided in the source code, avoiding laborious, manual, and calibration.
5.6.2. Computational Requirements

In terms of computational requirements for the NWMs, two quantities are provided in Table 15: the normalised run time \( \frac{t_r}{t_s} \), and the normalised run time per cell \( \frac{t_r}{t_s} \text{/ cell count} \). While \( \frac{t_r}{t_s} \) can provide an estimate of the absolute time required for a specific simulation to run, \( \frac{t_r}{t_s} \text{/ cell count} \) decouples the run time from the number of cells required to build up the numerical domain, and thus can be consulted to compare the computational requirements of the underlying numerical method.

Comparing \( \frac{t_r}{t_s} \), it can readily be seen that the SBM (ola) requires the least computational resources to run a second of simulation, while the RZM requires the most resources. This is expected, since the RZM requires relaxation zones at the upstream and downstream boundaries, while the CNWT in the case of the SBM (ola) only comprises the simulation zone. This is also the case for the DBM; however, this NWM requires more than twice as much computational resource as the SBM (ola). This can be explained by the additional computations needed to account for the dynamic mesh motion, which can easily be seen when comparing \( \frac{t_r}{t_s} \text{/ cell count} \). For this quantity, the DBM shows, by far, the largest value, indicating the additional costs for the underlying numerical method. In contrast, the SBM (ola), NB (OF) and NB (ISM) show comparable results of the order of \( O(7) \). Compared to that, the RZM shows a relatively large value of \( \frac{t_r}{t_s} \text{/ cell count} = 8.7 \), associated with the relaxation procedure.

5.7. Wave Absorption at the Far Field Boundary—Shallow Water Water mSS

After assessing the wave absorption capabilities of the NWMs for the deep water mSS, the shallow water mSS was considered. Again, these test cases were used for the assessment of the computational requirements of the different NWMs. For the assessment, Metric #6 (see Equation (23)) and Metric #3 (see Equation (15)) were considered. To evaluate R, free surface elevation data were extracted at \( x = \lambda \), \( x = \lambda / 10 \), and \( x = \lambda / 4 \), using the OFWP. Only results for a single time step, \( T_d \lambda = 1600 \), were used. To evaluate \( \bar{\epsilon} \pm \sigma \bar{\epsilon} \), free surface elevation data at \( x = \lambda \) were employed. The interrogation window was chosen to be the same as in Section 5.3. For the RZM, the relaxation zone length \( L_a \) was chosen to be \( 2 \lambda \), based on the preliminary study presented in Appendix B.2. Since only the RZM and SBM (ola) are able to generate the desired shallow water wave, the NB (OF) and NB (ISM) are omitted in the following. Note that the wave generation method for the SBM (ola) and DBM are the same for this test case, so that results can also be shown for the latter.

5.7.1. Absorption Capabilities

The results for R are listed in Table 16 and the error \( \bar{\epsilon} \pm \sigma \bar{\epsilon} \), over normalised positions \( x / \lambda \) in the CNWT, is plotted in Figure 22. Furthermore, Table 16 includes the normalised run time \( \frac{t_r}{t_s} \), and the normalised run time per cell \( \frac{t_r}{t_s} \text{/ cell count} \), which are discussed in Section 5.7.2.

Table 16. Reflection coefficient, normalised run time and normalised run time per cell for the shallow water mSS.

<table>
<thead>
<tr>
<th></th>
<th>( R ) [%]</th>
<th>( t_r / t_s )</th>
<th>( t_r / t_s \text{/ cell count} \times 10^{-4} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>RZM</td>
<td>3.8</td>
<td>148</td>
<td>6.8</td>
</tr>
<tr>
<td>SBM (ola)</td>
<td>3.7</td>
<td>63</td>
<td>8.8</td>
</tr>
<tr>
<td>NB (OF)</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>NB (ISM)</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>DBM</td>
<td>3.2</td>
<td>123</td>
<td>17.2</td>
</tr>
</tbody>
</table>

In terms of reflection coefficient R, Table 16 shows consistent result for the three NWMs, of the order of \( O(3\%) \). Specifically, the SBM (ola) and DBM show a considerable decrease of R, of almost one order of magnitude, compared to the deep water mSS. As mentioned in Section 5.6, the correction velocity imposed at the far field boundary in the SBM (ola) is based on shallow water theory, and thus...
fits the wave considered in this test case. Similarly, the moving wall, used for wave absorption in the DBM, is implemented as a piston-type absorber, and thus suits the absorption of shallow water waves.

![Graph](image)

Figure 22. $\bar{\epsilon}_R \pm \sigma_{\bar{\epsilon}_R}$ for the shallow water mSS at different locations along the CNWT.

In Figure 22, a maximum error $\bar{\epsilon}_R \pm \sigma_{\bar{\epsilon}_R}$ of 5% can be observed, indicating an increase compared to the wave generation test case (see Figure 18). Furthermore, a larger spatial and temporal scatter of the wave height error can be observed, related to the non-zero R. Overall, similar errors can be seen for the three different NWMs, which is expected, since all three NWMs achieve similar reflection coefficients.

5.7.2. Computational Requirements

For the shallow water case, similar results for $t_r/t_s$ and $(t_r/t_s)/\text{cell count}$ are achieved as for the deep water case. The lowest $t_r/t_s = 63$ can be found for the SBM (ola), while the RZM shows the highest $t_r/t_s = 148$. For $(t_r/t_s)/\text{cell count}$, all NWMs show similar performance, compared to the deep water mSS. However, for the shallow water mSS, the RZM outperforms the SBM (ola), while the reverse was the case for the deep water. This suggests a dependency of the computational requirements on the considered wave theory.

5.8. Wave Absorption at the Far Field Boundary—pSS

Finally, the wave absorption capabilities and computational requirements of the NWMs were assessed for the pSS. For brevity, only the reflection coefficient R was considered for the assessment of wave absorption. To evaluate R, free surface elevation data were extracted at $x = \lambda$, $x = \lambda/10$, and $x = \lambda/4$, using the OFWP. Again, results are only shown for a single time step, $T/dt = 800$. The results for the reflection coefficient and run times ($t_r/t_s$ and $(t_r/t_s)/\text{cell count}$) are listed in Table 17. Since only the RZM and SBM (ola) were able to generate the desired pSS, results are only available for these two NWMs and the DBM, since the wave generation method for the SBM (ola) and the DBM are the same and only wave absorption is implemented as a moving wall boundary in the DBM.

5.8.1. Absorption Capabilities

The reflection characteristics for the RZM, SBM (ola) and the DBM follow the results achieved for the deep water mSS case (see Table 15). The smallest reflection coefficient can be found for the RZM (7.2%), while the SBM (ola) and DBM show similar performance (25.3% and 23.6%, respectively). Since the peak period and significant wave height of the pSS fall in the deep water regime (see Figure 6c), these results are expected. The differences between the results for the pSS and deep water mSS cases can be explained with the additional wave components in the pSS, leading to better (for the SBM (ola) and DBM), or slightly poorer (RZM), performance.
Table 17. Reflection coefficients, normalised run time and normalised run time per cell for the pSS absorption test case.

<table>
<thead>
<tr>
<th></th>
<th>R [%]</th>
<th>$t_{tr}$ [-]</th>
<th>$n_{tr}/\text{cell count}$ [$\times 10^{-4}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>RZM</td>
<td>7.2</td>
<td>2238</td>
<td>67.1</td>
</tr>
<tr>
<td>SBM (ola)</td>
<td>25.3</td>
<td>105</td>
<td>9.4</td>
</tr>
<tr>
<td>NB (OF)</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>NB (ISM)</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>DBM</td>
<td>23.6</td>
<td>235</td>
<td>21.1</td>
</tr>
</tbody>
</table>

5.8.2. Computational Requirements

The SBM (ola) and DBM follow the results found for the mSS case. A slight increase in $t_{tr}/t_s$ and $(t_{tr}/t_s)/\text{cell count}$ can be observed, which is expected since the NWM has to handle the generation (and absorption) of different wave frequency and amplitude components. Striking results are found for the RZM. The normalised run time $t_{tr}/t_s$, and subsequently $(t_{tr}/t_s)/\text{cell count}$, increases dramatically by a factor of almost 100. In contrast, the SBM (ola) and DBM only show an increase by a factor of 1.3. At the time of writing, it is not entirely clear where this dramatic increase stems from and further analysis of the RZM is required.

5.9. Available Features

As mentioned in Section 2.2, the available features of the different NWMs can be assessed in a binary fashion. For that, different important features of NWMs can be identified:

- Implemented wave theories
- Ability to model wave current interaction
- Requirement for (user) calibration
- Required user inputs
- Ability to be coupled to external wave propagation models

The results of the binary assessment of these features is listed in Table 18. Note that the authors do not claim that the list of the above mentioned features is complete and, dependent on the application of the NWM, different features may be important. A discussion of the analysis of the NWM features is presented in Sections 5.9.1–5.9.5.

5.9.1. Relaxation Zone Method NWM

The RZM provides an easy to use environment to generate waves for a broad range of sea states and wave theories. Specifically, for polychromatic sea states, only key parameters have to be provided by the user and are subsequently used in the provided pre-processing tool, to generate the wave components. The definition of the relaxation zone lengths provides the possibility of defining the trade-off between accuracy and computational expense. Finally, the RZM can easily be incorporated into the domain decomposition method, as shown by Paulsen et al. [88], and the coupling with the non-linear potential flow solver OceanWave3D is readily implemented in the toolbox.

5.9.2. Static Boundary Method NWM (ola)

Similar to the RZM, the SBM (ola) implements a broad range of sea states and wave theories. A downside of the SBM (ola) is found in the definition of a polychromatic sea state. The toolbox does not provide a pre-processing tool to generate the necessary components of wave amplitude, frequency, phase and direction. Users are required to resort to external tools. Compared to the RZM, no calibration of the wave generation or absorption boundary is required, making the setup of the CNWT comparatively easy.
5.9.3. Static Boundary Method NWM (OF)

The SBM (OF) provides a limited number of wave theories and furthermore, the definition of polychromatic sea states (by means of wave superposition) is not straightforward. Since this NWM is a rather recent development, improvement in terms of wave theories and sea states can be expected. For the SBM (OF), a calibration of the NB is required. However, good guidelines are provided for tuning the damping coefficient as a function of the $\lambda$ and the wave celerity, making the setup comparably easy.

5.9.4. Dynamic Boundary Method NWM

For the DBM, technically no wave theory has to be implemented directly. The waves are generated through the motion of the upstream wall as either a piston- or flap-type, wave paddle. The input for this motion is derived from wave maker theory or real time signals of paddle motion. Hence, the range of waves which can be generated is dependent on the available sources for the paddle motion input. In the implementation considered in the illustrative example, pre-processing tools for flap- and piston-type wave generators are provided. To date, no pre-processing script, to define paddle motion time traces for polychromatic sea states, is provided. This is a considerable drawback in the flexibility of this NWM. However, if physical data for wave maker motion are available, the DBM is able to directly mimic the physical domain.

5.9.5. Impulse Source Method NWM (ola)

As for the DBM, no wave theory has to be implemented directly for the ISM. If a time trace of a given wave is provided, the ISM is able to calibrate the impulse source input accordingly. This calibration, of a wave field at a specific location in the CNWT, allows for high-fidelity reproduction of experimental wave tank tests. The linear calibration method used as a standard has been shown to be limited in its applicability, however highly nonlinear methods have been demonstrated to extend the use of the wave maker to the limit of breaking, shallow water waves [89].

The definition of the numerical beach length and damping factor provides the possibility of defining the trade-off between accuracy and computational expense, but requires calibration of the tunable properties.
Table 18. Binary assessment of important NWM features.

<table>
<thead>
<tr>
<th>Implemented Wave Theories</th>
<th>Wave-Current Function</th>
<th>Coupling to External Wave Propagation Models</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stokes 1st</td>
<td>Stokes 2st</td>
<td>Stokes 3rd</td>
</tr>
<tr>
<td>RZM</td>
<td>( \cdot )</td>
<td>( \cdot )</td>
</tr>
<tr>
<td>SBM (ola)</td>
<td>( \cdot )</td>
<td>( \cdot )</td>
</tr>
<tr>
<td>SBM (OF)</td>
<td>( \cdot )</td>
<td>( \cdot )</td>
</tr>
<tr>
<td>ISM</td>
<td>( \cdot )</td>
<td>( \cdot )</td>
</tr>
<tr>
<td>DBM</td>
<td>( \cdot )</td>
<td>( \cdot )</td>
</tr>
</tbody>
</table>

\(^1\) good guidelines are provided for the determination of tunable quantities. \(^2\) requires the according pre-processing script, which is not readily available.
6. Conclusions

The quantitative comparison and assessment of different NWMs is a challenging and complex task. To tackle this problem, this paper provides generalised assessment metrics and methodologies for wave generation and absorption of both monochromatic and polychromatic sea states. To prove the applicability of these metrics and methodologies, an illustrative example is shown, including five different NWMs, implemented in the OpenFOAM CFD-toolbox. Based upon the considered test cases and the presented results, the following conclusions can be drawn:

- The example shown in Sections 4 and 5 illustrates the complexity of a general and fair comparison of different NWMs. The proposed metrics and methodologies prove to be applicable to different NWMs and SSs and, with that, can support the required assessment. Readers are advised to apply the proposed metrics to their specific problem in order to get an understanding of the achievable accuracy and errors of NWMs.
- Three key parameters were proposed for the assessment of NWMs: accuracy, computational requirements and available features. The results of the illustrative example highlight trade-offs between these parameters. Therefore, the selection of an appropriate NWM very much depends on the specific application the CNWT is being employed towards, since the required accuracy, computational speed and NWM features are case dependent. The assessment methodologies and metrics proposed in this paper provide a framework to evaluate these trade-offs and aid in selecting an appropriate NWM for a given application.
- Amongst the tested NWMs, the RZM shows overall good performance over the range of tested sea states and provides good flexibility in terms of accuracy control, via the definition of the relaxation zone lengths; however, the RZM comes at a relatively high computational cost.
- A computationally efficient, flexible and relatively accurate NWM could be composed by combining the SBM (ola) for wave generation and the NB (OF) for wave absorption.
- According to Masterton and Swan [90], the typical accuracy for resistive wave gauges used in experimental test facilities is ±0.5 mm. Since most experimental tests are performed at scales ranging from 10th to 40th, the error introduced by the considered NWMs is of a similar order of magnitude as that experienced in experimental wave tanks.
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Appendix A. Discretisation Convergence Study

Following the convergence analysis described by Roache [72], Stern et al. [73] and Vukčević [74], a figure of merit was evaluated with three different spatial and temporal discretisation levels. From the solution for the finest ($S_f$), medium ($S_m$) and largest ($S_c$) discretisation size, the discrimination ratio, $R_D$, is determined as follows:

$$R_D = \frac{S_f - S_m}{S_m - S_c}$$  (A1)

$R_D$ is used to differentiate between four different convergence types, listed in Table A1. Neglecting any case in which divergence is encountered, the absolute grid uncertainty $U_a$ can be calculated for monotonic (Equation (A2)) and oscillatory (Equation (A3)) convergence.
\[ U_a = F_s \frac{|S_f - S_m|}{r^p - 1} \quad (A2) \]
\[ U_a = F_s 0.5 |\max(S_f, S_m, S_c) - \min(S_f, S_m, S_c)| \quad (A3) \]

where \( r \) is the refinement ratio (a value of 2 is used throughout the present study), \( F_s \) is a safety factor (chosen to be 1.5 following Vukčevič et al. [68]) and \( p \) is the order of accuracy from Richardson extrapolation [91]:
\[ p = \frac{\ln (S_f - S_m)/(S_m - S_c)}{\ln r} \quad (A4) \]

Finally, \( U_a \) can be normalised by \( S_f \), and thus represents the relative grid uncertainty \( U \) (see Equation A5), which was used as metric for the assessment of uncertainty due to spatial and temporal discretisation.
\[ U = \frac{U_a}{S_f} \cdot 100\% \quad (A5) \]

**Table A1.** Convergence types based on the discrimination ratio \( R_D \).

<table>
<thead>
<tr>
<th>Convergence</th>
<th>( R_D )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(i) Monotone Convergence</td>
<td>( 0 &lt; R_D &lt; 1 )</td>
</tr>
<tr>
<td>(ii) Oscillatory Convergence</td>
<td>( R_D &lt; 0 ) and (</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Divergence</td>
<td></td>
</tr>
<tr>
<td>(i) Monotone Divergence</td>
<td>( R_D &gt; 1 )</td>
</tr>
<tr>
<td>(ii) Oscillatory Divergence</td>
<td>( R_D &lt; 0 ) and (</td>
</tr>
</tbody>
</table>

**Appendix B. Setup Details of the RZM**

**Appendix B.1. Calibration of the Generation Relaxation Zone**

For the RZM, the optimal relaxation zone length at the wave generation boundary, \( L_g \), has to be determined. For that, simulations with varying \( L_g \) were performed and the quality of the generated wave, by means of the relative deviation between measured and target wave height \( \bar{\epsilon}_R \pm \sigma_{\bar{\epsilon}_R} \) (Metric #3, Equation (15)), was monitored. For all simulations, the wave data were extracted at \( \lambda/4 \), so that any numerical wave damping could be neglected. The time step size for all simulations was kept constant at \( dt = T/800 \). For brevity, wave data were only extracted using the OFWP. Time traces of the free surface elevation \( \eta \), as well as the error \( \bar{\epsilon}_R \pm \sigma_{\bar{\epsilon}_R} \), for the different lengths \( L_g \), are plotted in Figure A1a,b, respectively. Note that the interrogation window in which the zero up-crossing analysis was performed for the evaluation of \( \bar{\epsilon}_R \pm \sigma_{\bar{\epsilon}_R} \) is highlighted in grey in Figure A1a.

(a) Time Trace: Interrogation window highlighted in grey

(b) Error \( \bar{\epsilon}_R \pm \sigma_{\bar{\epsilon}_R} \)

**Figure A1.** Time traces of the free surface elevation (FSE) \( \eta \) (a) and the error \( \bar{\epsilon}_R \pm \sigma_{\bar{\epsilon}_R} \) (b) for the different lengths \( L_g \).

The results in Figure A1b indicate converged results for any \( L_g > \lambda \), showing negligible errors in wave height. Since the relaxation zone length influences not only the accuracy of the wave generation
but also the absorption capabilities at the wave generation boundary, results from the test case for wave absorption at the generator, i.e., Metric #6 (see Equation (22)), were considered. Time traces for $\eta$ and results for the error $\epsilon_{\bar{H}_{msw}} \pm \sigma_{\epsilon_{\bar{H}_{msw}}}$ are shown in Figure A2a,b, respectively. Again, the interrogation window in which the zero up-crossing analysis was performed for the evaluation of $\epsilon_{\bar{H}} \pm \sigma_{\epsilon_{\bar{H}}}$ is highlighted in grey in Figure A2a. Showing relatively small errors for $\lambda > 2\lambda$, it is finally concluded that a relaxation zone length $L_g = 2\lambda$ delivers satisfactory results. A more detailed discussion of the absorption capabilities at the wave generation boundary is presented in Section 5.5.

Figure A2. Time traces of the FSE $\eta$ (a) and the error $\epsilon_{\bar{H}_{msw}} \pm \sigma_{\epsilon_{\bar{H}_{msw}}}$ (b) for the different lengths $L_g$.

Appendix B.2. Calibration of the Absorption Relaxation Zone

For the RZM, the optimal relaxation zone length at the wave absorption boundary $L_a$ has to be determined. For that, simulations with varying $L_a$ were performed and the reflection coefficient was monitored. Results are plotted in Figure A3.

Figure A3. Reflection coefficient over different relaxation absorption zone lengths $L_a$.

The results in Figure A3 indicate a decreasing reflection coefficient $R$, for increasing $L_a$. No converged solution for the reflection coefficient was found for the tested range of $L_a$. Given the correlation between an increased cell count (and run time) and increasing $L_a$, the shortest possible relaxation zone length is desired. Since the improvement in wave absorption between $L_a = 3\lambda$ and $L_a = 2\lambda$ is relatively small compared to the improvement between $L_a = 2\lambda$ and $L_a = 1\lambda$, a relaxation zone length of $L_a = 2\lambda$ was chosen in all subsequent simulations.

Appendix C. Setup Details of the ISM and NB (ISM)

Appendix C.1. Calibration of the Impulse Source Input

The impulse source wave maker proposed by Schmitt et al. [48] uses an iterative calibration method to define the required time trace for the impulse source to generate the desired wave field. The calibration method shown by Schmitt et al. [48] is designed for polychromatic sea states and tested, for focused wave groups. In this study, the calibration method was adjusted to be able to generate nonlinear monochromatic waves.

From the target time trace, based on Stokes wave theory (see Figure 6a), the trough and crest peaks were defined as a reference. During the calibration procedure, the surface elevation was measured at a specific point in space (i.e., centre of the CNWT) and the resulting trough and crest free surface elevation values were extracted. The ratio between target and measured troughs and peaks was subsequently
used to scale the impulse source input. Results of the wave height error $\bar{\epsilon}_H$ over 13 calibration iterations are shown in Figure A4. Convergence of the error can be observed after the first calibration iteration, highlighting the efficiency of the calibration procedure. For all subsequent simulations of the deep water mSS, the impulse source input determined after three iterations was used.

As mentioned in Section 2, the ISM does not absorb waves travelling through the source, e.g., reflected waves from structures. Hence, a NB is required upstream of the NWM to prevent wave reflection from the upstream wall of the CNWT. In the implementation presented by Schmitt and Elsaesser [37], the NB has to be manually calibrated by tuning its length and the maximum damping factor $S$. For the calibration performed for this study, six different cases with two NB lengths ($2\lambda$ and $1\lambda$) and three maximum damping factors ($S = 10, 8, 5$) were tested. Figure A5 shows the results of this calibration by means of the standing wave error $\bar{\epsilon}_{H_{msw}} \pm \sigma_{\bar{\epsilon}_{H_{msw}}}$ (Metric #6), based on free surface elevation data extracted with the OFWP (Figure A5a) and the ihWP (Figure A5b). The nomenclature for the different cases follows $x\lambda S_y$, where $x\lambda$ indicates the NB length and $S_y$ the maximum damping factor.

The error plotted in Figure A5a shows a relatively large error of order $O(200\%)$ for the cases with a NB length of $2\lambda$. Based on results previously presented for the RZM (see Figure A2b), these errors appear to be too large. To check if these results are trustworthy, Metric #6 was applied to free surface elevation data sampled with the ihWP. As can be seen in Figure A5b, the error for the cases with a NB length of $2\lambda$ reduces considerably from $O(200\%)$ to $O(40\%)$. This is further highlighted by the free surface elevation time trace plotted in Figure A6, extracted at the centre of the CNWT, using the OFWP and ihWP. This difference in measured free surface elevation, and subsequently in the determined error $\bar{\epsilon}_{H_{msw}} \pm \sigma_{\bar{\epsilon}_{H_{msw}}}$, must be caused by numerical errors in the numerical sampling.
procedure. Inspecting the mesh for the considered cases reveals that the centre of the CNWT exactly coincides with cell faces, which can cause such numerical errors. This result highlights the importance of cross checking the numerical results gained from the CNWT experiment.

The errors $\epsilon_{H_{msw}} \pm \sigma_{H_{msw}}$, for NB lengths of $1\lambda$, stay unchanged for both WPs. The smallest error $(0.1 \pm 1.3\%)$ can be found for the NB setting of $1\lambda S10$, which is used for all subsequent simulations.

Figure A6. Free surface elevation (FSE) time trace from simulations with a NB with length $2\lambda$ and damping factor $S = 10$ at the centre location of the CNWT extracted with the OFWP (dashed line) and ihWP (solid line).

Appendix C.2. Calibration of the Down Wave NB

For the NB (ISM), a similar calibration study, as for the absorption zone length $L_g$ of the RZM, has to be performed, where six simulations with different NB settings were run. Varying the beach length from $1\lambda$ to $2\lambda$, and the maximum damping factor $S$ between 5.8 and 10, the reflection coefficient $R$ was evaluated. The resulting $R$ value, for the different NB setting, are listed in Table A2. Ultimately, a NB length of $2\lambda$, with a maximum damping factor $S$ of 5, was chosen.

<table>
<thead>
<tr>
<th>$S$</th>
<th>$S$</th>
<th>$S$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>Beach Length $1\lambda$</td>
<td>4.5</td>
<td>6.1</td>
</tr>
<tr>
<td>Beach Length $2\lambda$</td>
<td>2.0</td>
<td>2.7</td>
</tr>
</tbody>
</table>

Appendix D. Wave Height Error of the SBM (OF)

To investigate the source of the relatively large wave height error of the SBM (OF), the implementation of the free surface elevation was inspected. Generally, for second-order Stokes waves, the surface elevation $\eta$ is composed of the first-order, Airy, wave component and the second-order component, as shown in Equation (A6).

$$\eta = a \cdot \left[ \cos \Theta + k \cdot a \cdot \frac{3 - \zeta^2}{4 \cdot \zeta^3} \cdot \cos 2\Theta \right]$$  \hspace{1cm} (A6)

In Equation (A6), $a$ denotes the wave amplitude, $k$ is the wave number, $\zeta$ is the substitute for $\tanh(k \cdot d)$, where $d$ denotes the water depth. $\Theta = k \cdot x - \omega \cdot t$, where $\omega$ is the angular wave frequency.

The implemented equations for the second-order Stokes wave surface elevation can be extracted from the codes of the NWMs. These are shown below in Equations (A7)–(A9) for the SBM (ola), RZM and SBM (OF), respectively. For brevity, only the second-order part is shown in the equations.

$$\eta_{SBM \ (ola)} = k \cdot \frac{H^2}{4} \cdot \frac{3 - \zeta^2}{4 \cdot \zeta^3} \cdot \cos \Theta \hspace{1cm} (A7)$$

$$\eta_{RZM} = \frac{1}{16} \cdot k \cdot \sqrt{H} \cdot \left( \frac{3}{\zeta^2} - \frac{1}{\zeta} \right) \cdot \cos \Theta \hspace{1cm} (A8)$$
\[ \eta_{\text{SBM (OF)}} = \frac{1}{k} \cdot \sqrt{k \cdot a} \cdot \frac{3}{\zeta} - \frac{1}{4} \cdot \cos \Theta \]  
(A9)

Defining the term preceding \( \cos \Theta \) in Equations (A7)–(A9) as a scaling factor, it can be seen that, for the deep water mSS, this scaling factor differs for \( \eta_{\text{SBM (OF)}} \) by a factor of approximately 100, compared to \( \eta_{\text{SBM (ola)}} \) and \( \eta_{\text{RZM}} \). This is an interesting result, since an under-estimation of the wave height can be observed in Figure 15 and Table 11. However, a larger scaling factor suggests over-estimation of the wave height.

For further investigation, a linear deep water wave, based on Airy wave theory, was simulated using the SBM (ola) and SBM (OF). Metric #3 was applied for the comparison. For the SBM (ola), an under-estimation of the wave height by \(-1.0\%\) was found, which falls in the same error range as for the second-order mSS. For the SBM (OF), an error of \(-5.2\%\) was found. Although this error is smaller than the error for the second-order mSS, it was still found to be relatively large compared to the error from the SBM (ola).

From this, it can be concluded that the error in the SBM (OF) stems from two sources. One relates to the second-order nature of the deep water mSS and a second source derives from inherent modelling inaccuracies, unrelated to the considered wave. A more detailed analysis of the error in the SBM (OF) should be part of future work.

References
9. Higuera, P.; Lara, J.L.; Losada, I.J. Realistic wave generation and active wave absorption for Navier–Stokes models application to OpenFOAM. Coast. Eng. 2013, 71, 102–118. [CrossRef]


31. Xu, L.; Baglietto, E.; Brizzolara, S. Extending the applicability of RANS turbulence closures to the simulation of transitional flow around hydrofoils at low Reynolds number. *Ocean Eng.* 2018, 164, 1–12. [CrossRef]


64. Davidson, J.; Giorgi, S.; Ringwood, J.V. Linear parametric hydrodynamic models for ocean wave energy converters identified from numerical wave tank experiments. Ocean Eng. 2015, 103, 31–39. [CrossRef]


67. Devolder, B.; Rauwoens, P.; Troch, P. Application of a buoyancy-modified k-ω SST turbulence model to simulate wave run-up around a monopile subjected to regular waves using OpenFOAM®. Coast. Eng. 2017, 125, 81–94. [CrossRef]

68. Vukčević, V.; Jasak, H.; Malenica, Š. Decomposition model for naval hydrodynamic applications, Part II: Verification and validation. Ocean Eng. 2016, 121, 76–88. [CrossRef]


77. The OpenFOAM Foundation. Available online: https://openfoam.org/ (accessed on 8 February 2018).

78. OpenFOAM v6 C++ Source Code Guide. Available online: https://cpp.openfoam.org/v6/classFoam_1_1functionObjects_1_1interfaceHeight.html#details (accessed on 6 March 2018).


© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).