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Abstract—The demand for sustainable development has resulted in a rapid growth in wind power worldwide. Although various approaches have been proposed to improve the accuracy and to overcome the uncertainties associated with traditional methods, the stochastic and variable nature of wind still remains the most challenging issue in accurately forecasting wind power. This paper presents a hybrid deterministic–probabilistic method where a temporally local “moving window” technique is used in Gaussian process (GP) to examine estimated forecasting errors. This temporally local GP employs less measurement data with faster and better predictions of wind power from two wind farms, one in the USA and the other in Ireland. Statistical analysis on the results shows that the method can substantially reduce the forecasting error while it is more likely to generate Gaussian-distributed residuals, particularly for short-term forecast horizons due to its capability to handle the time-varying characteristics of wind power.

Index Terms—Error analysis, forecasting, Gaussian process (GP), wind power.

I. INTRODUCTION

RENEWABLE energy, particularly wind power is non-synchronous due to the variable and stochastic nature of wind. Accurate forecasting is problematic resulting in power system integration issues. Wind and wind power forecasting horizons can be categorized into four main time scales, i.e., very short-term, short-term, long-term, and seasonal, for different applications with different forecasting techniques [1], [2]. Broadly, there are two approaches to wind and wind power forecasting: numerical weather prediction (NWP) methods and time-series analysis. In NWP, the starting point of a fuzzy power flow tool [3] or kernel method analysis is wind speed, then it proceeds to wind power, whereas in time-series analysis, the starting point can be both wind speed and wind power. Numerous techniques are being applied for wind and wind power forecasting including density estimation [4], quantile regression [5], [6], neural networks [7], prediction intervals [8], and extreme learning machine [9].

The uncertainty associated with the forecasting has great influence on the power systems. Many studies have been carried out on the impacts and solutions. In [10], optimal short-term energy balancing to better deal with wind power uncertainty is discussed, considering reserve, market structure, and power system infrastructure changes. It has also been demonstrated that the largest single impact of wind on system operation is from the inclusion of variance and that variance, kurtosis, and skewness together produced the error information with the lowest system cost [11]. The impact of the variability of wind power on generation planning is examined in [12] and it is shown that outcomes are highly system specific (e.g., balancing, reserve, and dispatch).

One way to undertake probabilistic forecasting is to analyze the prediction errors statistically. In [13], forecasting was made using a persistence model, and the error information was collected and analyzed with a probabilistic density function (pdf). The key finding is that the pdf of error could be modeled using a Beta function, to size energy storage and to produce a smoother wind power output. Similarly, in [14], a persistence model is applied to forecast the wind power for a single wind farm, and the forecast error distribution is analyzed with a mixed probabilistic model of Laplace distribution and Dirac delta function. The results are applied to make proper penalty to the short-term markets. In [15], it is shown that wind power forecasting residuals for NWP methods do not follow Gaussian distribution after the transformation from wind to wind power. The nonlinearity in the power curve causes non-Gaussian wind power prediction errors. So, although it is often assumed that wind power forecast error has a near-Gaussian distribution, such assumption is not appropriate with some of the models mentioned above such as persistence, NWP, and also other regression models such as artificial neural networks (ANN) and autoregressive moving average (ARMA).

Gaussian process (GP) is a new regression method for wind power prediction. In [16], a sparse online warped GP has been applied to forecast wind power via wind speed taking into account the wind uncertainties associated. The key finding is that the new method adapts to the time-varying characteristic of wind generation. In [17], the authors proposed a variant GP model based on the “moving window” and TLBO (teaching–learning-based optimization) techniques, and applied it to the forecasting of the wind power generation of whole island of Ireland. In this paper, a generic temporally local GP (TGAP) model is developed, and the impacts of two key parameters in
the model, e.g., window width and state vector length, on the forecast performance are analyzed. Then, TLGP is applied to two real wind farm systems in Ireland and USA. Furthermore, two additional forecasting metrics are employed to produce a more comprehensive evaluation of the forecasting performance of TLGP in comparison with four benchmark models, namely the standard GP, persistence model, ARMA, and radial basis function (RBF) model and the probabilistic distributions of forecasting residuals for all the five methods are statistically analyzed and compared to confirm the efficacy and superiority of the proposed TLGP.

This paper is organized as follows. Section I introduces significance and state-of-the-art of probabilistic wind power forecasting. Section II describes the algorithm of standard GP and persistence model. Then, the new method TLGP is developed in Section III. Section IV illustrates the case study under three criteria: RMSE, MSE, and MASE. Section V presents the error comparison of the proposed method with four benchmark models under three criteria: RMSE, MSE, and MASE. Section VI analyzes the probabilistic distribution of forecasting residuals and validates the profile by analyzing the skewness and kurtosis. Section VII concludes the paper.

II. BENCHMARK MODELS
A. Standard GP

According to the definition of GP, the new output \( y_0 = f(x_0) \) should follow one joint Gaussian distribution with available data \( Y = (y_1, y_2, \ldots, y_N)^T \)

\[
P(y_t | Y, X, \theta^*) = N \left( B C_Y^{-1} Y, A - B C_Y^{-1} B^T \right)
\]  

(1)

where \( \theta^* \) is the optimal hyperparameters, \( X \) is the corresponding set of input data, and \( x_0 \) is the corresponding input vector for \( y_0 \). \( C_Y \), \( B \), and \( A \) are estimated according to (2)–(4), where \( \Phi \) is the covariance function and the popular square exponential covariance function is given in (5)

\[
\begin{align*}
B &= (\Phi(x_t, x_1), \Phi(x_t, x_1), \ldots, \Phi(x_t, x_N)) \\
C_Y(i, j) &= \Phi(x_i, x_j) \\
A &= \Phi(x_t, x_t)
\end{align*}
\]

(2)

\[
\Phi(x_i, x_j) = s \cdot \exp \left( -\frac{1}{2} \sum_{d=1}^{D} \omega_d (x_i(d) - x_j(d))^2 \right) + v \cdot \delta_{ij}
\]

(3)

\[
\delta_{ij} \text{ refers to the dimension of model input and } \omega_d \text{ refers to the Kronecker delta. The hyperparameters could be denoted as } \theta^* = (s, v, \omega_1, \ldots, \omega_D)^T. \text{ Then, identification of most probable hyperparameters } \theta^* \text{ can be performed by maximizing the log-likelihood function for a GP model, as shown in the following equation:}
\]

\[
\ln P(Y|X, \theta^*) = -1/2 Y^T C_Y^{-1} Y - 1/2 \ln |C_Y| - N/2 \ln 2\pi.
\]

(4)

In wind power forecasting, the time-series model ignores the effect of exogenous inputs such as weather information and therefore could be considered to be time varying. It then becomes inappropriate to assume that all the historical data follow one joint Gaussian in GP. Moreover, the covariance matrix inversion in the GP implementation is computationally quite demanding, a variant of the standard GP is therefore required.

B. Persistence Model

Persistence model, also called the naive predictor, is the most popular reference model, to compare the forecasting performance of any advanced models. It assumes that the generation at any time ahead \( P(t + k) \) equals the production it has now \( P(t) \). For short horizon prediction, this model works well due to the continuity of low-pressure atmosphere system. The model can be expressed as follows [2]:

\[
\hat{P}(t + k) = P(t).
\]

(5)

III. TEMPORALLY LOCAL GAUSSIAN PROCESS

A. Model Description

A temporally local Gaussian process (TLGP) is developed employing only nearby local datasets and a “moving window” technique. TLGP differs from standard GP in two aspects. 1) TLGP defines a local window and uses only temporally local data inside the window to make predictions. 2) TLGP employs “moving window” technique to predict every training data, and further trains the model with the least-square technique. As the effective data window for forecasting each training data moves forward in time domain, the training data are estimated one by one and the sum of square error (SSE) could be obtained. Then, hyperparameters are optimized with least SSE techniques instead of maximum likelihood methods in GP. Therefore, TLGP is global in learning procedure while local in prediction process.

The local consecutive data in the effective window are denoted as \( Y_t = (y_{t-1}, y_{t-2}, \ldots, y_{t-M})^T \) instead of \( Y \) suggesting that the effective window is adapting to time. Then, the standard GP is transformed into TLGP shown from (8) to (13)

\[
\begin{align*}
\hat{y}_t &= B_t C_{t-1} y_t \\
\sigma^2 &= A_t - B_t C_{t-1} B_t^T \\
B_t &= (\Phi(x_t, x_{t-1}), \Phi(x_t, x_{t-2}), \ldots, \Phi(x_t, x_{t-M})) \\
C_t &= \begin{bmatrix} \Phi(x_{t-1}, x_{t-1}) & \cdots & \Phi(x_{t-1}, x_{t-M}) \\ \vdots & \ddots & \vdots \\ \Phi(x_{t-M}, x_{t-1}) & \cdots & \Phi(x_{t-M}, x_{t-M}) \end{bmatrix} \\
A_t &= \Phi(x_t, x_t)
\end{align*}
\]

(6)

(7)

(8)

(9)

(10)

(11)

(12)

(13)

In comparison with standard GP, both the cross-covariance vector \( B_t \) and self-covariance matrix \( C_t \) here are denoted with an extra \( t \) suggesting that for every new prediction point,
the related effective data window is updated. After the SSE of trainin data has been obtained, the least-square error techniques such as genetic algorithm could be employed to get the optimal hyperparameters as shown in (14). Fig. 1 gives a flowchart for the proposed TLGP method embedded with the nonlinear optimization process. The optimization process automatically terminates if the maximum iteration number has been approached or the tolerance is below a preset threshold

$$\theta^* = \arg \min_{\theta} \sum_{t=M+1}^{N} (\hat{y}_t - y_t)^2.$$  \hfill (14)

Overall, given a sequence of measurements \(\{y_k\}_1^N\), the width of local window \(M\), and the order of time lag \(L\), the TLGP can be summarized as follows to predict the output \(y_t\) at time \(t\).

Step 1) Determine the useful data in the local widow of each training point \(y_k\). Let \(\{y_{kj}\}_{j=1}^M\) denote the local data in the \(k\)th window.

Step 2) Predict \(\{y_{kj}\}_1^N\) using its local data \(\{y_{kj}\}_{j=1}^M\) with (8).

Step 3) Minimize the SSE in (14) and get the optimal hyperparameters \(\theta^*\).

Step 4) Determine the useful data in the local window of \(y_t\), and forecast with the optimal hyperparameters using (8).

### B. Computation Analysis

From the description above, the computational complexity of the TLGP and GP could be derived. The implementation of standard GP involves inversion of the global covariance matrix, which costs \(O(N^3)\) flops in both the posterior distribution and the likelihood function. However, in the proposed method, the computational effort can be greatly reduced. In the cost function (14), the inversion of an \(M\) size matrix is carried out \(N - M\) times, so the computation demand is

\[O\left(N^3 - M^3\right).\]

Considering \(M \ll N\), the computation is still greatly reduced. On the other hand, in the inference function (8) and the uncertainty estimation function (9), the computation cost become \(O(M^3)\) which is obviously much smaller than that of the standard GP. The comparison is also given in Table I.

### C. Iterative Multistep Forecasting

A multistep forecasting could generate multihorizon forecasting results for real-time balancing, control, and market planning. For iterative forecasting in a time-series system, after the new prediction is obtained, it is used to construct the new input and make the next step predictions [18]. \(k\)-step ahead forecasting of a discrete nonlinear system can be performed by repeating one-step ahead predictions. The state vector \(x_{t+k}\) corresponding to \(\hat{y}_{t+k}\) is constructed by the previous estimates \(\{\hat{y}_{t+k-1}, \ldots, \hat{y}_{t+k-L}\}\), and the real measurement \(\{y_{t+k-L-1}, \ldots, y_{t-L}\}\). In this way, multistep forecasting scrolls forward.

The effectiveness of the proposed TLGP method is guaranteed from three aspects.

1) For a sequence of \(N\) training samples, every sample is used in developing the model, and the sum of squared error of the \(N\) training samples is minimized to find the optimal hyperparameters in the model. Thus, the global property of the model training and the optimality of the TLGP guarantee the accuracy of the obtained model, which is also verified in Section V.

2) For every new forecast, only its previous \(M\) local data \((M \ll N)\) that are highly correlated to the new point are employed. Such local mechanism in model prediction makes the model adaptive to the time-varying characteristic of the wind power system, which is further verified by the error distribution analysis in Section VI.

3) The proposed model provides a very efficient way for wind power forecasting in reducing the overall computation complexity, as being analyzed in the previous section.

### IV. Case Studies

In this section, the presented methods are applied to two wind farms labeled “A” and “B” located in USA and Ireland, respectively. Those wind farms differ from each other greatly on the installed capacity, one of which with approximately 300 MW and the other with 60 MW. Therefore, the effectiveness of the proposed analysis method on those examples could highlight the significance of the proposed method. For “A,” data were sampled every second on August 2006 and then hourly average
value is calculated. Wind farm “B” is located in Galway. The Single wholesale Electricity Market (SEM) collected wind generation on October 2008 every 15 min and those data were averaged hourly for further application. The first two weeks’ data were used for model training with TLGP to predict the output of the last two weeks. Hence, the last two weeks’ measurements serve as testing data. Multihorizons forecasting from 1 to 12 h ahead were implemented with iterative multistep forecasting. As the choice of 1 to 12 h ahead forecasting is more beneficial for load dispatch and unit commitment, we do not consider the forecasting of shorter periods like 10 or 15 min. Generally speaking, persistence model is always more favorable for forecasting of very short periods than any other models due to its nature.

All these hourly averaged data were normalized over the individual full capacity, and then the squared exponential covariance function was employed with the mean function set as zero. Genetic algorithm was utilized to identify those hyper-parameters in covariance function and the global optima could be approximately approached with multisimulations and proper settings of initial points. The selection of the parameter settings of TLGP, such as the number of observations in inputs (state vector \( L \)) and the number of observations in effective window (window width \( M \)), was determined by trial-and-error experiments.

In order to evaluate the optimal settings, three performance metrics, namely normalized root-mean-square error (RMSE), normalized mean absolute error (MAE), and normalized mean absolute scaled error (MASE), were selected as shown in (15), (16), and (17), respectively. MAE is a linear score measuring the average absolute forecasting error, whereas RMSE is a quadratic score, better reflecting the error spikes. For MASE, the forecasting error is divided by the average change at two consecutive outputs; thus, it measures the error ratio over the average trend. For multistep forecasting, the trained model functions through all horizons, so the average normalized metrics with respect to the whole horizons were obtained and employed as the evaluating criteria. In addition to the multistep average errors, one-step forecasting errors were also calculated to reflect the effect of parameters settings

\[
\text{RMSE} = \frac{1}{P_n} \left( \sum_{i=1}^{N} \left( \frac{\hat{y}_i - y_i}{N} \right)^2 \right) \tag{15}
\]

\[
\text{MAE} = \frac{1}{P_n} \sum_{i=1}^{N} \left| \frac{\hat{y}_i - y_i}{N} \right| \tag{16}
\]

\[
\text{MASE} = \frac{1}{P_n \cdot N} \sum_{i=1}^{N} \left( \frac{\left| y_i - \hat{y}_i \right|}{\frac{1}{N} \sum_{i=2}^{N} \left| y_i - y_{i-1} \right|} \right) \tag{17}
\]

where \( P_n \) is the nominal capacity of the particular wind farm.

A. Site “A” in USA

For wind farm “A,” 36 simulations have been carried out for one single wind farm with \( L \in [1, 6] \) and \( M \in [2, 7] \). Here, \( M \) starts from 2 to guarantee more information are employed than that of the persistence model.

For each time lag \( L \) in \([1, 6]\), the corresponding optimal widow size \( M \) was selected with respect to the multistep average error. The result is shown in Fig. 2(a). As both MAE and MASE are linear scores of absolute forecasting error, they follow the same trend. Thus, only the RMSE and MAE results are shown. It can be seen that the optimal solutions for \( M \) are around 3 or 4 h for any \( L \) and the multistep average RMSE and MAE reach the minimum value at the same point. It shows that RMSE and MAE have similar trend no matter for multistep or one step. However, for one fixed metric such as RMSE, the one-step performance shows different trend with that of multistep average. In (a), the minimum multistep error lies in \((2, 3)\).

Fig. 2(b) shows the forecasting errors with fixed \( L = 2 \). Still, RMSE and MAE show similar trend, and the first-step forecasting and multistep average optimizes at different settings. The best one-step forecasting occurs at \( M = 2 \), while optimal multistep average optimal lies in \( M = 3 \).

Fig. 3 shows the wind generation measurements and forecasting at optimal one-step forecasting \((3, 2)\). It can be seen that the measured data show high variability and ramping events occur at some point which increase the forecasting difficulty. Although the MAE is only 5% of the installed capacity \( P_n \), the maximum absolute error could reach 40%. Such moments happens at ramping events which are quite common in wind power forecasting.

B. Site “B” in Ireland

Similarly, the trial-and-error method has been applied to wind farm “B” to select the optimal model parameters. Seventy-two groups of parameters are set up in simulation and the forecasting metrics are obtained. The first four rows in Table II compared the results of some settings to select the optimal models with respect to one-step error, and the last four rows are...
about multistep average errors. As is shown, the optimal forecasting with minimum one-step error including RMSE, MAE, and MASE occurs at $L = 7$ and $M = 2$, and the optimal multistep forecasting with respect to the average of those metrics lies under $(6, 4)$. The one-step forecasting tends to employ fewer observations in local window while require more elements in inputs in comparison with the multistep one. Multistep error considers the performance over the whole horizon, which potentially utilizes longer local window width to meet the middle horizon requirements. Moreover, the three metrics tend to show similar trend.

Under the optimal one-step settings, the forecasting results in wind farm “B” are shown in Fig. 4. The mean wind generation is around 40% of the installed capacity. Although the maximum forecasting error could reach 32% of the capacity, the mean absolute forecasting error is only about 6.5% of the capacity. It can be seen that the most obvious amplitude error of forecasting happens at the spike points of wind generation. Besides amplitude error, phase error makes the other important component of the main error forms, which describes the time lag between forecasting and real generation especially at the ramping events. Such kind of error makes it impossible to compare forecasting performance quantitatively between different wind farms, but in one particular wind farm, the comparison between different methods could be carried out, which is illustrated in the next section.

### Table II

<table>
<thead>
<tr>
<th>$(L, M)$</th>
<th>(3, 2)</th>
<th>(5, 2)</th>
<th>(7, 2)</th>
<th>(9, 2)</th>
<th>(11, 2)</th>
<th>(13, 2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>One step MAE</td>
<td>0.0644</td>
<td>0.2360</td>
<td>0.0616</td>
<td>0.0628</td>
<td>0.0640</td>
<td>0.0660</td>
</tr>
<tr>
<td>One step RMSE</td>
<td>0.0868</td>
<td>0.0860</td>
<td>0.0852</td>
<td>0.0860</td>
<td>0.0868</td>
<td>0.0888</td>
</tr>
<tr>
<td>One step MASE</td>
<td>0.8663</td>
<td>0.8674</td>
<td>0.8371</td>
<td>0.8454</td>
<td>0.8477</td>
<td>0.8495</td>
</tr>
</tbody>
</table>

### Table III

<table>
<thead>
<tr>
<th>$(L, M)$</th>
<th>(2, 3)</th>
<th>(3, 2)</th>
<th>(4, 3)</th>
<th>(5, 4)</th>
<th>(6, 4)</th>
<th>(7, 3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multistep average MAE</td>
<td>0.1476</td>
<td>0.1488</td>
<td>0.1488</td>
<td>0.1444</td>
<td>0.1440</td>
<td>0.1472</td>
</tr>
<tr>
<td>Multistep average RMSE</td>
<td>0.1936</td>
<td>0.1972</td>
<td>0.1968</td>
<td>0.1908</td>
<td>0.1896</td>
<td>0.1936</td>
</tr>
<tr>
<td>Multistep average MASE</td>
<td>1.9798</td>
<td>2.1015</td>
<td>2.0296</td>
<td>1.9492</td>
<td>1.9391</td>
<td>1.9884</td>
</tr>
</tbody>
</table>

### V. RESULTS ANALYSIS AND DISCUSSION

With the forecasting results from the previous session, the metrics of TLGP in wind farm “A” in comparison with those of standard GP, ARMA, RBF, and persistence model are analyzed in Fig. 5. With the parameters set as (3, 4), TLGP outperforms other benchmark models in most of the horizons in terms of MAE, RMSE, and MASE. As the multistep forecasting parameters are selected according to the minimum average error, there are no guaranteed improvements over all horizons. Consequently, it is not surprising that the first step prediction shows minor advantage over other model under such settings, and the maximum improvement over GP occurs at the middle horizon. Similarly, for the longer horizon forecasting, the number of observations in local window needs to be larger to get better forecasting results and improvements.

Table III shows the forecasting improvements of TLGP over other benchmark models with respect to different metrics. Those results look quite optimistic with average improvement over persistence more than 18% and over GP more than 5%. The average improvement over GP with respect to MAE and MASE is almost twice that of RMSE, and from Fig. 5, after 12 h, the improvement in terms of RMSE will disappear. Such phenomenon suggests that TLGP is quite capable of capturing the relatively stable local generation window but shows less advantage in minimizing the ramping event forecasting error in comparison with GP. However, the result is still acceptable with improved forecasting results. More importantly, the forecasting with GP takes 120 s, while TLGP just costs 40 s, which is a proof of saving computation resources. Furthermore, TLGP outperforms RBF and ARMA showing its advantages even outside the GP family.

In wind farm “B,” similar results show up in Fig. 6. TLGP outperforms GP and persistence in most of the horizons under the parameters settings of (6, 4). The maximum improvement occurs in the middle horizon, and TLGP will be less satisfying after 12 h in term of RMSE. Table IV shows the quantitative improvement of TLGP over the benchmarks. The improvements over GP, ARMA, and RBF in “B” are greater than that...
in “A,” while the skill score over persistence is less than that in “A.” This suggests that for such wind farm with smaller capacity, the performance drops of other advanced models are more obvious than that of TLGP. In other words, TLGP shows more advantage over those advanced benchmarks for power forecasting of smaller wind farms.

VI. PROBABILISTIC ANALYSIS OF ERROR DISTRIBUTION

A. Statistical Analysis of Error Distribution

Although, in those examples, the proposed TLGP has shown its advantages, those results are not enough to guarantee that TLGP will outperform other models regardless of different wind farms at various time of the year. For farms with more condensed severe ramping events in a particular time of the year, the result would be less satisfactory. For example, taking one wind farm in Ireland, the hourly wind generation varies fast as shown in Fig. 7. In such case, the TLGP would not beat other models over all horizons. In order to examine the suitability of the proposed method, the distribution probability of forecasting residuals is analyzed.

The ideal model for forecasting a time-series wind power output is expected to generate regular residuals that follow Gaussian distribution, while any nonlinearity or non-Gaussian distribution in the process is either captured by the model or eliminated through modeling. Further, the smaller the variance, the better quality the forecasting results. In this part, 1500 outputs from Fig. 7 are predicted with five methods,
respectively, and the generated residuals for each horizon forecasting are divided into 30 even intervals according to their range. The number of residuals in each interval could be statistically counted and a bar chart could be sketched. In this way, the probability of the residuals falling on each interval could be calculated and the profile of the overall chart will reflect the distribution of forecasting errors. Fig. 8 shows the analysis result of 3-h ahead forecasting. The forecasting with persistence and ARMA model in (a) and (d) are most unlike Gaussian distribution. The error stay in the range of \((-0.2, 0.2)\), but the distribution is severely asymmetric and the profiles do not follow the shape of Gaussian distribution. Such shortages are improved in the forecasting by GP and RBF resorting to the more symmetric bars in (b) and (c). However, at some parts of the profiles, the probability changes linearly rather than exponentially, which shows the flaws of such forecasting. In (e), TLGP generates some large errors in forecasting some ramping events. Although those errors approach \(-0.5\) in the horizontal axis, TLGP makes the most asymmetric forecasting in the most probable confidence region from \((-0.2, 0.2)\). Moreover, the peak probability of (e) is approaching 15%, which is an exponential rise from the intervals beside it.

Those comparisons and the analysis show that the profile of TLGP forecasting residuals follows Gaussian distribution better. Such result proves the effectiveness of the proposed concept of “moving window”: the new output will follow one joint Gaussian distribution with the local window rather than the total available generation data. In the next section, such statement will be verified quantitatively.

### B. Quantitative Verification of Error Distribution

Skewness and kurtosis are two main metrics to evaluate the shape of variable distribution. While skewness measures whether the distribution is symmetric, kurtosis evaluates how tall and sharp the central peak is. For the distributions with zero mean, the metrics can be expressed as follows:

\[s = E(\varepsilon^3)/\sigma^3\]  \hspace{1cm} (18)

\[k = E(\varepsilon^4)/\sigma^4\]  \hspace{1cm} (19)

where \(\sigma\) refers to the standard deviation and \(\varepsilon\) denotes forecasting error.

For the errors at different forecasting horizons, both metrics are calculated and the results are shown in Table V. If skewness is positive, the data are positively skewed meaning that the
right tail of the distribution is longer than the left. Otherwise, it is called negatively skewed. If skewness is between $-0.5$ and $+0.5$, the distribution is approximately symmetric. It can be found that for those three methods, the error distributions are about symmetric at all horizons. In Fig. 9, the skewness trends of five methods with respect to horizons are sketched. In the first three steps, TLGP loses to the other four due to bigger skewness (reflected by long left tail in Fig. 8), but it returns and stabilizes around the desired zero skewness in the following horizons showing its better ability in producing symmetric errors.

The kurtosis of the obtained residual distribution is shown in Table VI. A normal distribution has a kurtosis of exact 3. So, the errors at different horizons all follow a near-Gaussian distribution. In Fig. 10, it shows the comparison of kurtosis produced by five different methods at different horizons. The finding is that kurtosis of TLGP residuals is the nearest to that of standard Gaussian distribution.

Therefore, the probabilistic analysis of forecasting error is obtained. Such results can be applied further to the energy storage system design and economic marketing. The skewness and kurtosis comparison shows that the error produced by TLGP is most likely Gaussian. Such analysis reflects that the proposed TLGP fits best to the wind power modeling.

### VII. Conclusion

In this paper, a hybrid deterministic–probabilistic wind power forecasting method TLGP has been developed to adapt to the time-varying characteristic of wind power, to overcome the computation difficulty of the standard GP, and to generate statistic error distribution results. The effectiveness of the proposed method has been verified by its application to two wind farms in USA and Ireland, respectively. The multistep forecasting results from 1 to 12 h have been analyzed and compared with four benchmark models in terms of three metrics (RMSE, MAE, and MASE). Moreover, the forecasting residuals with these methods are analyzed to check the deviation from standard Gaussian distribution.

It has been demonstrated that the proposed hybrid deterministic–probabilistic method reduces the computational complexity during the learning and inference process compared to the standard GP. Moreover, the proposed approach shows great effectiveness at overcoming time-varying characteristic at the two wind farms by producing a smaller forecasting error than those of other models. Although it displays less advantage in forecasting ramp events, the statistical error analysis shows that TLGP produces residuals that are most likely Gaussian. This finding reveals an important advantage of TLGP from a probabilistic standpoint.
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