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Abstract—This paper describes a substantial effort to build a real-time interactive multimodal dialogue system with a focus on emotional and non-verbal interaction capabilities. The work is motivated by the aim to provide technology with competences in perceiving and producing the emotional and non-verbal behaviours required to sustain a conversational dialogue. We present the Sensitive Artificial Listener (SAL) scenario as a setting which seems particularly suited for the study of emotional and non-verbal behaviour, since it requires only very limited verbal understanding on the part of the machine. This scenario allows us to concentrate on non-verbal capabilities without having to address at the same time the challenges of spoken language understanding, task modeling etc. We first report on three prototype versions of the SAL scenario, in which the behaviour of the Sensitive Artificial Listener characters was determined by a human operator. These prototypes served the purpose of verifying the effectiveness of the SAL scenario and allowed us to collect data required for building system components for analysing and synthesising the respective behaviours. We then describe the fully autonomous integrated real-time system we created, which combines incremental analysis of user behaviour, dialogue management, and synthesis of speaker and listener behaviour of a SAL character displayed as a virtual agent. We discuss principles that should underlie the evaluation of SAL-type systems. Since the system is designed for modularity and reuse, and since it is publicly available, the SAL system has potential as a joint research tool in the affective computing research community.

Index Terms—Embodied Conversational Agents, Rapport Agents, Emotion recognition, Emotion synthesis, Real-time dialogue, Listener behaviour, Turn-taking

1 INTRODUCTION

Making the interaction with computers more natural for humans requires computers to acquire multiple capabilities. Alongside many others, these capabilities include aspects of communication that are emotion-related and non-verbal. This paper describes a sustained effort to bring together, in one consistent framework, many of the concepts and technologies required to endow a computer with such capabilities, and describes how these concepts and technologies are put to use to implement a specific type of dialogue system: a fully autonomous implementation of ‘Sensitive Artificial Listeners’ (SAL).

We consider a one-to-one dialogue situation where, at any given time, one user is having a conversation with one virtual agent character. The interaction is multimodal, involving speech, head movements, and facial expressions. One of the key features of human interactions that we expect to reproduce is that the dialogue will involve some emotional colouring – not in terms of episodes of intense “basic” emotions, but in the sense of emotion “pervading everyday life” [1].

The goal of having a natural conversation in this setting sets technology a number of substantial challenges. The computer must be able to perceive the user’s verbal and non-verbal behaviour, i.e. have some awareness of the words spoken, the prosody with which they are spoken, and the user’s head movements and facial expressions. While the user is talking, the computer must exhibit suitable listener behaviour – notably multimodal backchannels [2] which signal that the listener is still present and following what is being said, and which may at the same time provide feedback to the speaker about the listener’s reaction [3]. Examples of such listener behaviour are head nods, smiles, or short vocalisations such as “uh-huh” or “wow”, which may be produced individually or in combination. The computer must determine when is a good moment to take the turn [4] and become the speaker itself; it must then produce a verbal utterance which must fit the dialogue context, and which has to be spoken with a suitable voice and synchronous facial animation, including lip movements, facial expressions and head movements. If any of these processes is not performed, or does not match the user’s sense of natural behaviour, the quality of the interaction is degraded.
The present paper reports on an effort to integrate these capabilities into one software architecture in order to provide the building blocks needed for studying natural one-to-one conversations between a virtual character and a human user.

It is important to notice that the requirements formulated above are quite distinct from the various requirements arising from the task-oriented interactions that are often studied. For example, an accurate interpretation of the user’s words depends on high-quality Automatic Speech Recognition (ASR) [3], efficiently achieving a dialogue goal depends on suitable dialogue structures and on modelling task domains [6], and having a common experiential basis for an interaction requires grounding of a machine’s knowledge about the world [7]. We recognise the importance of these goals, but they are not the goals that we address in this study. They represent one of the streams that need to converge to produce a competent artificial interactant; our work represents another, which has received much less attention in the computational community, but which psychological research suggests is at least equally important [8], [9].

The scenario that we call “Sensitive Artificial Listeners” was developed specifically to let us concentrate on the emotional and non-verbal competences involved in conversation. Its raison d’être is to avoid the difficulties of task-oriented dialogues and instead address directly the emotion-related and non-verbal capabilities that a system needs in order to have a naturally flowing conversation. A good deal of experience indicates that the two aspects can operate rather independently (for example, when a party is too noisy for people to hear most of each other’s words, and yet interaction flourishes). If so, it makes sense to expect that capabilities developed in the SAL scenario can later be integrated into task-oriented interactions.

The purpose of the present article is to describe the ‘big picture’ of SAL development – the reasoning and development of the SAL scenario as such; its test-runs in various human-operated versions; and the key aspects of its implementation as an Autonomous SAL. Rather than describing the technical details of all components involved, which would not be possible in a single paper, we attempt to convey the essential functionality provided by the various components and a sense of how they co-operate to provide the intended functionality. In evaluating the system, we start from principles before describing the evaluation and results. Substantial background information is available for most aspects of the work described here; the reader is referred to the SEMAINE project website http://www.semaine-project.eu, and notably to the following publications: [10], [11], [12], [13], [14], [15], [16], [17].

The paper is structured as follows. We start by giving an account of the current state of the art in emotion-oriented and non-verbally sensitive dialogues between humans and computers (Section 2). We then motivate why we consider Sensitive Artificial Listeners to be a promising scenario (Section 3), and describe several human-driven versions of SAL which served to understand the relevant variables and to collect data for use in quantitative and qualitative analyses (Section 4). In the main part of the paper (Section 5), we provide an overview of the Autonomous SAL system, describing its design principles, architecture, and the capabilities and limitations of the individual system components. We discuss principles for evaluating systems such as ours before presenting an evaluation of the Autonomous SAL system (Section 6). The paper concludes with a discussion of the specific contribution made by the present work to the progression of the Affective Computing research area. An example in the Appendix shows the type of interaction that can occur with the Autonomous SAL system.

2 Related work

In the mid 1990’s, spoken dialogue systems were investigated under the perspective of human language interfaces to information [18], [19]. Major concerns at the time were speech recognition and language understanding accuracy, and the challenge of extending the speech recognition vocabulary for open domains [18]. Interaction was modelled as a ping-pong scenario where user and system would speak in turn.

Conversational dialogue systems [20] improved on the dialogue capabilities by adding the notion of system goals and dialogue obligations, leading to richer mixed-initiative dialogues. The notion of incremental analysis of user behaviour is introduced and identified as a precondition for giving listener feedback in order to ground the degree of mutual understanding in the dialogue. Despite progress in this area, for example using machine learning methods to improve turn-taking behaviour [21], [22], much remains to be done. For example, it is only partially understood when to generate backchannel vocalisations [23] and how their meaning is interpreted [24].

Despite intense efforts, the single most important source of problems for spoken dialogue systems is still considered to be the limited accuracy of speech recognition technology [25]. Multimodal dialogue systems attempt to complement the verbal communication channel with other relevant modalities, including visual displays and the analysis of the user’s non-verbal behaviour. A major example is the SmartKom system [26], which emphasised symmetric multimodality. SmartKom is a multimodal dialogue system in the information kiosk scenario, where the system’s task is to provide information and functionality to the user. The system has sophisticated support for multiple input and output modalities. The user interacts with a small i-shaped information agent named “Smartkasus”. Non-verbal behaviour by the user, such as
deictic gestures, is interpreted in conjunction with speech input in order to resolve references. A typical scenario involves a user pointing to an area on a display and saying “I want to reserve this seat”. In addition, the system has initial support for emotion recognition from speech and from facial expressions, and shows some limited expressivity to inform the user about the system’s internal state while a system response is being generated.

Embodied Conversational Agent (ECA) interfaces change the metaphor from interacting with a “system” to interacting with an “agent”, which often takes the appearance of a human-like face or body displayed on a computer screen. ECA interfaces make it natural to reason in terms of human-human multimodal interaction capabilities.

On the one hand, the ECA can exhibit expressive facial and bodily behaviour and speak with an expressive synthetic voice. For example, the NECA project generated scripted dialogues between ECAs in a social web community and a product showroom environment. The dialogue scripts contained annotations on how to emotionally influence the facial expression and tone of voice. The VirtualHuman project supported dialogues involving multiple humans and multiple ECAs. Emotions to be expressed by the ECAs were computed by rules operating on the domain knowledge, and were realised through facial expression, skin texture, tears, and breathing patterns. In these scenarios, the ECAs’ expressive behaviour is determined by the game or application logic. The user’s non-verbal behaviour is not taken into account.

The expressive behaviour that is generated can have a positive effect on the dialogue. For example, Pardo et al. found that the presence of an ECA showing contextually appropriate gestural behaviour had a positive effect on objective measures of dialogue success related to turn management and error recovery. At the same time, the perception of expressive behaviour appears to depend on user characteristics. For example, Krämer et al. found systematic effects of the users’ gender, age, and computer literacy on their assessment of an ECA’s non-verbal behaviour. For example, female users gave better ratings than men when the agent showed more smiles and self-touching gestures; men preferred less non-verbal behaviour.

On the other hand, dialogue systems can also focus on the analysis of the user’s non-verbal expressive behaviour without showing expressivity themselves. To do that, they rely on the analysis of the user’s behaviour from face and voice. An example use case for this capability is an emotion-aware voice portal, which detects a customer’s anger in time to redirect the customer to a human agent.

In ECA systems, the question of “social presence” becomes relevant: does the user perceive the ECA as a social entity, and interact according to social conventions? Nass and Moon found people to show a tendency to treat computers as social entities, especially in states of “mindlessness”, even though they would not ascribe any anthropomorphism to them. Achieving such a perception of ‘social presence’ depends, according to Biocca et al., on co-presence, psychological involvement, and behavioural engagement. These criteria can be further characterised in terms of factors such as mutual awareness, mutual attention, and behavioural interaction. In other words, for an ECA to be perceived as a social entity, it is important that it shows responsiveness – it must show some awareness of the user’s non-verbal behaviour, and react to it. In doing so, it needs to take into account non-verbal user behaviour in dialogue planning, and generate non-verbal behaviour while speaking and while listening. In order to be perceived as natural, the ECA’s behaviour needs to follow the principles underlying the use of non-verbal behaviour in conversation.

Works focusing on responsiveness in human-computer conversations are relatively few. The Rapport agent observes the head movements and voice prosody of a user telling a story, and generates contingent visual listener behaviour including nods and posture shifts. It produces no vocal feedback, and it never speaks. Its automatically generated listener behaviour was rated about as well as natural human listener behaviour in a face-to-face condition, and significantly better than a non-contingent version of the system. Using a variant of the Rapport agent, von der Pütten et al. investigated the role of perceived agency and of behavioural realism on the feeling of social presence. Subjects rated mutual awareness more highly in the high behavioural realism condition; it did not matter whether the subjects believed they saw an autonomous ECA or a rendition of a human’s behaviour. This seems to indicate that, given suitable expressive behaviour, it should be possible for an autonomous ECA to induce a sense of social presence.

The effectiveness of contingent emotional adaptation to a user’s emotion in a spoken dialogue system was investigated by Acosta. When the system adapted its prosody to the emotion detected from the user’s speech, users rated the system as significantly better on a number of rapport scales, compared to a neutral baseline as well as a non-contingent version.

Adaptation also appears to occur in the other direction. Porzel and Baudis investigated effects of a dialogue system on the user’s non-verbal behaviour, and found a tendency for the human users to adapt to the non-verbal behaviour of their interlocutor. Human users produced significantly fewer vocal feedback signals, used less overlapping speech, and made longer pauses when interacting with a spoken dialogue system than when interacting with a human.

Despite these efforts, to the best of our knowledge, no full-scale dialogue system has been built before that takes into account the user’s emotion and non-
verbal behaviour from visual and vocal cues, and interacts in real time both as a speaker and a listener in a multimodal conversational setting. It is also significant that none of the systems mentioned above is available as open source, which makes it difficult to improve existing work incrementally.

3 The Sensitive Artificial Listener Scenario

When computational research tries to understand human abilities, one of the key challenges is to find portions of human behaviour that an artificial system has some chance of matching in a meaningful way. Marr [47] famously dismissed contemporary computer vision research on the world of blocks, and he was right. The ‘blocks world’ invited solutions that are mathematically elegant, but that have little or nothing to do with the way that human vision operates. It is widely accepted that the same holds for the worlds of grammatically perfect sentences, still photographs of posed emotions, and so on. On the other hand, it is counterproductive to insist that computational research is worthless unless it can unveil the subtle implications of blurred images where one party sneers in passing at the other’s (off camera) shoes. Finding tasks that set appropriate challenges is one of the keys to progress.

The SAL scenario was invented explicitly with a view to setting a useful level of challenge. The idea was prompted by work with chat shows, where hosts appeared to follow a strategy that was simple and effective: register the guest’s emotions, and throw back a phrase that gives very little, but that makes the guest more likely to disclose his or her own emotions. It seemed possible that machines could be programmed to carry out interactions of that general kind. They would need some rather limited kinds of competence, which there was a reasonable chance of achieving; but they would not need various other competences, which were much less likely to be automated in the foreseeable future. The main competences that (apparently) would be needed were recognising emotion from face, voice, and gesture; generating expressions that were emotionally coloured, but rather stereotyped; and managing basic aspects of conversation, such as turn-taking and backchanneling. Competences that (apparently) would not be needed included recognising words from fluent, emotionally coloured speech; registering the meaning and intention behind them; and generating a wide variety of emotionally coloured utterances and gestures ‘from scratch’, to meet the needs of the situation.

Several other situations reinforced the intuition that humans are capable of interactions that depend on sensitivity to emotion, but not much else. One is the kind of interchange that takes place at parties, where noise levels make it very difficult to understand the other party’s words, but the emotional messages that are interchanged are often quite strong. Another is interaction between people who speak different languages, but who manage to interact at length by registering the emotional signs that the other party is giving. There is a prima facie case for thinking that modelling situations like these offers computational research an opportunity to develop a significant constellation of non-verbal capabilities without being distracted by difficult problems in speech recognition and natural language processing.

Translating that broad conception into a workable scenario raises a variety of issues, and they need to be solved in a coherent way. The SAL scenario is based on identifying the simplest solutions that create a degree of engagement. There has to be a representation that covers any affective states that the user is likely to display in this kind of interaction. Representations in terms of dimensions provide a straightforward way to do that. Specifically, the two most widely used dimensions of valence (negative-positive) and arousal (active-passive) (see e.g. [48]) are a natural starting point. There have to be rules relating the system’s comments to user state. SAL uses the simplest option that produces interesting behaviour. At any given time, the system has a preferred state. If the user appears to be in that state, the system indicates approval; if not, it tries to propel him/her towards it. Systems with a single preferred state quickly become boring, and so a way of introducing different preferences is needed. SAL does it by creating a distinct character for each preference, which is much easier than moving a single character convincingly between affective states. Because user states are defined in terms of dimensions, so are the characters. The simplest option is to create one for each quadrant of valence-arousal spaces, and so that was done, with one qualification. Hence the system contains four distinct characters, each associated with an area in arousal-valence space. Spike is angry (negative-active), and tries to make the user equally angry; Poppy is effervescently happy (positive-active), and tries to make the user equally happy; Obadiah is despondent (negative-passive), and tries to make the user equally gloomy. The positive-passive quadrant remains empty because although we tried to devise a character to represent it, we did not find that it lent itself easily to sustained engagement. Instead we introduced a character who represents the emotionally neutral centre of arousal-valence space, Prudence, who is matter-of-fact, and tries to make the user equally matter-of fact. It is worth stressing that the point of these choices was to define a rational starting point for a long-term effort – not, for instance, because of a whimsical fascination with the characters. It is a natural goal to explore more complex choices as the technologies needed to deal with these ones are consolidated.
Note that the term Sensitive Artificial Listeners does not imply that the agents never speak. It reflects the fact that the flow of information is asymmetrical: the agents invite the user to disclose information, but do not disclose anything of substance themselves. Broadly speaking, that is the kind of behaviour that qualifies a person to be described as a good listener.

In some respects, the dialogue paradigm in the SAL scenario is a descendant of Weizenbaum’s ELIZA [49], both are systems that can draw listeners into extended interactions although they have no real understanding of what their words mean. But although they have that in common, SAL is diametrically opposite to ELIZA in fundamental ways. ELIZA relies on the massive simplification of input/output provided by a keyboard and on-screen text: these allow it to make use of (rudimentary) language processing skills, primarily textual pattern matching. In contrast, SAL has multimodal interaction capabilities – it can analyse the user’s non-verbal behaviour through the analysis of voice and facial expression, and it will react through head movements, facial expression, and voice. The competences that let it use these depend very little on language. Keyword spotting is used, but the keywords are interpreted only in terms of their emotional connotation, not in terms of any domain concepts. Rudimentary understanding of conversational structure is also needed.

The SAL’s utterances are drawn from a script of predefined phrases, which are used to introduce topics and to encourage the user to follow-up on a topic. Phrases are not used in a set order. What the system says at any given time is chosen according to two types of criteria. As indicated earlier, the selection depends on the user’s emotional state at the time, and it is designed to attract the user to the SAL’s own state. For example, with a negative passive user, Poppy would use sentences such as “There must be good things that you remember!”, whereas Spike would rather say “Life’s a war, you’re either a winner or a loser.” If the user is in the same state as the character, agreeing and reinforcing phrases are used such as “I love to hear about all this happiness.” (Poppy) or “It wears you down, doesn’t it?” (Obadiah). The second kind of selection criterion deals with conversational structure. That involves, for instance, using phrases like ‘tell me more’ when the user appears to be interested in a topic, and keeping repetition at an acceptable level.

In a SAL session, a user first receives an introductory briefing on the scenario and on the four characters and their limitations. He or she can then choose one of the characters to talk to first. After interacting with that character for a while, the user can switch to a different character, and thus can talk to all four characters within one session.

The SAL scenario has repeatedly been shown to work well with users who are willing to engage with the system (see Section 4), it is not designed to engage users who do not engage by themselves. It is very easy to break the system, e.g. by simply not talking. Because of this, the introductory briefing is essential before users interact with any version of the SAL system. Despite this limitation, the SAL system is generic in the sense that it allows a free dialogue with the user about anything, in real time.

4 Human-driven SAL prototypes

The concept of SAL was outlined in the previous section. Translating it into a working system involved a series of prototypes in which the SAL’s behaviour was determined, in one way or another, by a human operator.

These prototypes addressed two issues. One was checking whether the SAL scenario was indeed suited for sustaining a conversation based essentially on emotional and non-verbal information, and making adjustments where necessary. The other was acquiring the data needed to build the relevant system components. The two functions are logically separate, but practically intertwined: recordings of tests provide the data. This section first describes the prototypes and their logical functions, and then considers the data.

Table 1 points out key properties of the three prototype versions and the Autonomous SAL system described in Section 5.

4.1 PowerPoint SAL

In the first stable version of SAL, an operator responded to each user utterance by choosing an appropriate sentence from a range of options displayed on a monitor in front of him/her, and delivering it in a tone of voice that suited the SAL character who was then in play. The options available were dictated by the operator’s judgment of the user’s current emotional state, because each screen showed only utterances that the character then in play was deemed likely to make to a user in that state. A screen would typically present 20-30 options, and included buttons that the operator clicked to bring up a different screen if the user changed mood or asked to speak to a different character. The system was implemented in PowerPoint (hence the name). User and operator faced each other in the same room, but eye contact was minimal because the operator was usually concentrating on the screen.

The work with PowerPoint SAL confirmed that people can indeed engage in interactions of this kind for sustained periods [50]. Most users (though not all) responded with what raters judged was genuine emotion, often quite intense. The problems that arose allowed the scripts to be refined, and provided insight into the selection strategies that effective operators used.
TABLE 1: Key properties of the three SAL prototypes and of the autonomous SAL system.

<table>
<thead>
<tr>
<th>Setup allows for high-quality recordings</th>
<th>Autonomous SAL</th>
<th>Solid SAL</th>
<th>Semiautomatic SAL</th>
<th>PowerPoint SAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>Operator (same room)</td>
<td>operator</td>
<td>operator</td>
<td>flickering bars</td>
<td>pre-recorded audio</td>
</tr>
<tr>
<td>User sees...</td>
<td>operator</td>
<td>operator</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>User hears...</td>
<td>operator</td>
<td>operator</td>
<td>no</td>
<td>yes</td>
</tr>
<tr>
<td>Setup allows for SAL to show listener behaviour</td>
<td>operator</td>
<td>operator</td>
<td>virtual character</td>
<td>synthetic speech</td>
</tr>
<tr>
<td>SAL utterances strictly follow script</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Yes</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>no</td>
</tr>
</tbody>
</table>

### 4.2 The SEMAINE test environment

The next steps depended on an environment which provided both high quality recording and full control over the information flowing between users and operators [10]. User and operator sat in separate rooms. Each looked into a tele-prompter, which consists of a semi-silvered screen at 45° to the vertical, with a horizontal computer screen below it, and a battery of cameras behind it. The operator’s screen always showed the user’s face: the user might see the face of a human operator or a synthetic display. The fact that the cameras are behind the teleprompter screen means that where the user saw the face of the human operator and vice versa, both parties could have the impression of looking directly at each other, including eye contact. The setup also included multiple microphones for each participant, routed through processors which allowed sound to be filtered or attenuated. A specially designed computer with multiple hard disc drives was needed to capture data from all these sources [10].

### 4.3 Semiautomatic SAL

The logical successor to PowerPoint SAL [51] was known as ‘Semiautomatic SAL’. It used the SEMAINE test environment. Instead of reading the relevant utterances (as in PowerPoint SAL), the operator clicked on them, and a recorded version of the utterance, in a voice suited to the character, was played. The user heard the recorded utterance and, on the screen saw a schematic face, with coloured bars beneath it that flickered in synchrony with the speech. The point of the display was to give users a focus of visual attention: the synchrony between bars and voice creates a perceptual connection between them.

A key function of this system was to verify that the task being set for the autonomous system was achievable. Because of the limitations of automatic speech recognition, choice of utterances in the autonomous system would have to be based almost wholly on nonverbal cues – facial expression, vocal signals, and so on. In contrast, PowerPoint SAL operators had been able to use the user’s words to guide their choice of response.

Studies with Semi-automatic SAL tested whether the verbal component was essential. Each participant interacted with all four characters. The operator had full sound in two of the cases, and it was degraded in the other two. After interacting with each character, users answered questions developed to assess the quality of the interaction. They are described in Section 5 but in broad terms they deal with three areas: perceived flow of conversation, inappropriate statements, and engagement. Two levels of auditory degradation were used. In the first, an acoustic filter allowed the operator to hear prosody, but very few identifiable words. Interaction was almost unimpaired, and so in the next stage the degraded condition provided the operator with no sound at all (though the user’s face was still visible). User ratings were only slightly worse in this condition than with undegraded audio. This suggests that the SAL scenario meets one of its key goals: it is a type of interaction that can be conducted without understanding the user’s speech, provided that the operator – human or automatic – can read the relevant non-verbal information sufficiently well.

### 4.4 Solid SAL

There are important kinds of behaviour that cannot be studied with Semiautomatic SAL, most obviously backchanneling behaviour by the SAL character while the user is speaking. That is clearly important for an agent’s ability to keep a human engaged in an interaction, but it cannot be generated by the operator of a Semiautomatic SAL system, since he/she spends most of his/her time searching options on a screen and clicking on links.

A third scenario, called Solid SAL, was developed to provide the relevant data. The key feature of the Solid SAL format was that the operator did not read responses from a screen. Instead he/she was expected to be closely familiar with each of the SAL characters’ properties, and tried to speak as the relevant character would do. The main function of Solid SAL was to generate data, and it is considered in the next section.

### 4.5 Data and annotation

The primary motive for recording the interactions was to provide data relevant to the design of various SEMAINE system components. For example, the Solid SAL scenario was devised to capture the kinds of user behaviour that were relevant to training the emotion recognition and feature detection systems. These recordings informed the visual and auditory recognition components. Similarly, the recordings of
As it rises and falls. In the form used for SEMAINE, the lowest possible value for the attribute in question separately. Raters are presented with a scale running from of trace tool [57], where each dimension is traced sepa-
rate. Of the SEMAINE recordings used the more recent type provides two traces simultaneously [56]. Annotation of PowerPoint SAL used the FEELtrace tool, which of the target individual’s state appears (in the eyes of the head movements involved in backchanneling. Cowie et al. [61] have reported statistical analyses of the head movements involved in backchanneling during Solid SAL interactions.

The full tracing system that has been described was applied to recordings of Solid SAL and Semiautomatic SAL. Time did not allow the same procedure to be applied to the Autonomous SAL recordings, but a different trace was applied to them in the course of evaluation. It rated the user’s apparent level of engagement. Separate analyses were carried out to provided data on specific issues, including facial action units and head nods/shakes (see Section 5.2.2).

### TABLE 2: Amounts of recordings and annotations for each of the SAL scenarios.

<table>
<thead>
<tr>
<th>Character Interactions</th>
<th>PowerPoint SAL</th>
<th>Semiautomatic SAL</th>
<th>Solid SAL</th>
<th>Autonomous SAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Duration (mins)</td>
<td>96</td>
<td>144</td>
<td>95</td>
<td>1920</td>
</tr>
<tr>
<td>Transcripts</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Recordings show</td>
<td>User only</td>
<td>User only</td>
<td>User &amp; operator</td>
<td>User &amp; agent</td>
</tr>
<tr>
<td>Raters per clip</td>
<td>4</td>
<td>2</td>
<td>6-8</td>
<td>1</td>
</tr>
<tr>
<td>Dimensions per clip</td>
<td>2</td>
<td>9</td>
<td>9</td>
<td>1</td>
</tr>
</tbody>
</table>

Accessible from www.psych.qub.ac.uk/PowerPointSAL www.semaine-db.eu www.semaine-db.eu www.semaine-db.eu
Table 1 summarises the available SAL material.

5 AUTONOMOUS SAL

Having motivated the SAL scenario and reported on prototypes controlled by human operators, we now describe our implementation of a fully autonomous SAL system. It is not controlled by any operator; all of the SAL characters’ behaviour is controlled by the software components described in this section. We report on our approach to integrating the system, conceptually and technically, and describe our solution to the implementation of the different system components.

5.1 Building an integrated system

The integration of multiple input and output components into the real-time interactive SAL system is facilitated by a conceptual and a technical framework.

5.1.1 Conceptual framework

Conceptually, the architecture that orients the implementation of the Autonomous SAL system is very similar to the architectures of other multimodal interactive systems as described in Section 4. Fig. 1 shows the main items. User behaviour is observed through a camera and a microphone, and low-level features are computed using a battery of feature extractor components. A set of analyser components make individual analyses of the user’s non-verbal behaviour and emotion, which are merged by fusion components which also produce an estimate of the information’s reliability. Interpreter components process the fused analysis results in the context of all known information, and take decisions about the system’s ‘current best guess’ about the state of the user, the dialogue and the agent.

5.1.2 Technical framework for component integration

We have created a custom, cross-platform component integration framework, the SEMAINE API [11]. Since our research system is built from components developed at different sites in different programming languages and operating systems, the framework is necessarily cross-platform and distributed: the components of a single integrated system can be spread over, e.g., three computers running Windows, Mac OS X and Linux, respectively.

The communication architecture is shown in Fig. 2. Components can send each other data messages, which transport information, as well as callback messages, which inform about processing states (e.g., player started/finished playing a certain utterance). Each component has its meta messenger which stays in contact with a system manager keeping track of the state of the overall system. The system manager can display a message flow graph in a system monitor window. By means of a centralised logging mechanism, the system monitor can also display log information from all components, as well as the messages that are being sent. This assists the developers in the task of keeping an overview of what is happening in the distributed system.

This architecture makes systems built on top of the SEMAINE API highly modular, and it is an explicit design goal to support reuse of components or subsystems. Therefore, the data sent between components use standard representation formats where possible.
For example, the Extensible Multimodal Annotation (EMMA) language [62] is used for representing the output of analysers; the Behaviour Markup Language (BML) [63] is used for representing the SAL agent’s behaviour in the process of realising actions, etc.

5.2 Feature extraction

All understanding of the user’s behaviour that the SAL system may achieve starts with the extraction of low-level features characterising the user’s voice, head movements, and facial expression.

5.2.1 Acoustic features

As a first step, voice activity detection is applied in order to extract meaningful acoustic features only in regions where the user is talking. Two methods are considered in the SEMAINE system: a simple method based on a signal-energy threshold, to be used for quiet environments, and a self-adaptive voice classification method for noisy conditions.

A set of 1882 acoustic features is extracted from the audio signal per analysis segment. Features are generated by applying statistical functionals to contours of acoustic low-level descriptors. Among the low-level descriptors are commonly used features such as loudness, fundamental frequency, probability of voicing, Mel-Frequency Cepstral Coefficients (MFCC), and other features based on the signal spectrum. The functionals include common statistical descriptors such as mean, standard deviation, and other analytical descriptors [64], [65].

For keyword detection we use a large vocabulary continuous speech recognition engine tuned for robust recognition of spontaneous and emotional speech [66]. In addition to conventional MFCC features, the system uses phoneme predictions generated by a context-sensitive neural network which was shown to be well-suited for modelling conversational speech [67], [68]. The keyword detector uses acoustic models and language models trained on the PowerPoint SAL and Solid SAL databases as well as the COSINE corpus [69] consisting of conversational, disfluent, and partly noisy speech. We trained additional acoustic models for non-linguistic vocalizations, such as laughing, breathing, and sighing.

In order to enable combined acoustic and linguistic emotion recognition, binary bag-of-words features are computed from the keyword output [12]. These features indicate for each word in the ‘bag’ whether it is present or absent in an analysis segment. The most relevant keywords differ from one emotion dimension to another. Approximately 200-300 keywords per dimension have been determined by a statistical feature selection method.

5.2.2 Visual features

The nonverbal visual events that we aim to recognise are head gestures and facial action units (AUs). Head gestures are characterised by the amount and direction of head motion, as well as occurrences of head nods/shakes and head tilts (right/left). Recognition of the aforementioned visual events is based on the low level features extracted.

The computation of visual features from the video signal starts with a face detector [70]. The algorithm first searches for a frontal face, and if that is not found, it searches for a profile face.

After the face is detected, an algorithm similar to the face detector is used to detect the left and right eyes. Using the locations of the centres of the eyes, we compute the roll of the face, which is useful to detect head tilts and to remove appearance changes due to tilted heads.

For head tilt detection based on the roll of the face, we average the results over a time window of 0.4 seconds. If the average angle value is greater than 0.1 radians, we conclude that a right-head-tilt occurred, and if it is smaller than -0.1 radians, a left-head-tilt is detected.

In order to determine the magnitude and the direction of the two-dimensional head motion, the optical flow between two consecutive frames is computed. It is applied to a refined face region within the area returned by the face detector to ensure that the target region does not contain any background information. The resulting optical flow vector represents the average horizontal and vertical head movement over all pixels in the face region. To simplify this representation and make head action detection more robust, motion is discretised into five groups that we call directional codewords: rightward, upward, leftward, and downward movement, and no movement.

A so-called appearance-based representation of the face is important for various tasks, such as facial expression recognition and face recognition. In our system we describe the appearance of the face using Local Binary Patterns (LBPs) [71]. For any image, a histogram of the LBP output describes the texture of that image.

To describe local texture instead of a single texture for the entire face, we divide the face region into 10×10 blocks. An LBP histogram is calculated for each of those blocks separately, after which the histograms of all blocks are concatenated to form a single feature vector. To be able to deal with appearance variation (in terms of head roll and face size), we use the locations of the eyes found during head tilt detection. The input images are first rotated to neutralise the face roll, and then scaled to a uniform size.

Facial Action Units (AUs) are detected based on the appearance-based facial features described above. After a feature selection step, the reduced feature set is fed to a bank of Support Vector Machine classifiers, one for every AU detected. The system can reliably detect AU 1 (moving the inner eyebrows up), AU 2 (moving the outer eyebrows up), AU 4 (moving the...
eyebrows down, i.e. frown), AU 12 (lip corners pulled up, i.e. smile), AU 25 (lips parted) and AU 45 (blink) [65]. These action units are used in the generation of mimicry-type listener behaviour (see Section 5.4).

5.3 Understanding human behaviour

This section describes the algorithms and methods used to analyse human behaviour based on the acoustic and visual features.

5.3.1 Emotion analysis from acoustic features

The Autonomous SAL system contains speech-based detectors for five emotion dimensions: arousal, valence, expectation, intensity, and power on a continuous scale from -1 to +1. The acoustic feature vector is concatenated with the binary bag-of-words vector for the respective emotion dimension, resulting in five different feature vectors for the respective five dimensions. We use Support Vector Regression [72] to map the feature vectors to dimensional affect analyses.

For experimentation and evaluation we chose recordings from the Solid SAL database [10] that have been annotated by multiple raters. Adding the linguistic features (keywords from the real automatic speech recogniser output, not from the ground truth transcription), improves the results compared to a purely acoustic feature set. Our results indicate that in particular the valence dimension is difficult to detect reliably from acoustic features alone; automatically detected keywords, despite their limited accuracy, improve the results substantially. Detailed results are reported in [65].

Additionally, an interest detector is included as an attempt to capture the user’s interest in the conversation, which uses a Support Vector Machine classifier to identify three discrete classes of the level of interest. The classifier was trained on the TUM Audio-Visual Interest Corpus (AVIC), which was recorded explicitly for the purpose of automatic identification of the user’s level of interest [73]. Since some components in the SEMAINE system require a continuous level of interest value, a continuous estimate of user interest is computed as the centroid of the three discrete labels, by weighting each label with the confidence probability returned by the classifier.

5.3.2 Emotion analysis from nonverbal visual events

Emotion analysis is based on the detection of head nods and shakes.

For head nod and shake detection, training data were obtained by manually annotating examples of nods and shakes in the Solid SAL [10] database. The directional codewords generated as part of the visual feature extraction module were fed into a Hidden Markov Model (HMM) for training a nod model and a shake model. In order to analyse the visual data continuously, we empirically chose a window size of 0.4 secs that allows the detection of both brief and longer instances of head nods and shakes [13], [14]. We use a number of measures in order to be able to distinguish other head movements from the actual head nods and shakes: (i) we threshold the magnitude of the head motion; (ii) we built an ‘other’ model to be able to recognise any movement other than nods and shakes; and (iii) we statistically analyse the likelihoods outputted by the nod/shake/other models.

Emotions are detected from results of the head gesture analysis, i.e., the head motion features and the detected nods/shakes. We detect the same five dimensions as for speech: arousal, valence, expectation, intensity and power. The system uses multiple detectors trained by using the ratings from each human rater and each dimension separately. The labels used for training the automatic detectors (i.e., ground-truth) for a given window consist of the dimensional emotion trace annotations averaged over that window. Such a representation allows us to consider each feature vector independently of the others. We used Support Vector Regression for dimensional emotion detection as this technique has proven to be efficient for various regression tasks [74], [75].

5.3.3 Fusion-based emotion analysis

The fusion procedure in the Semaine system is a very simple one: the fused emotion value for each dimension is computed as the weighted average of the values estimated for that dimension by each of the individual classifiers. The confidence value produced by each classifier is used as the weight for that classifier’s contribution to the fused value.

An evaluation of the fusion procedure was performed by correlating the fused emotion value for each dimension with human ratings. Since separate classifiers were trained for each human rater, the fused values were correlated with test data from the same rater (not used in training). As a reference, the average correlation between other human raters and the given rater is also computed. Table 3 presents both classifier and human correlations on two test recordings, averaged over three raters.

Overall, our results show that obtaining a high correlation between various human raters, for the audio-visual Solid SAL data, is indeed challenging. To mitigate a similar problem, [76] proposed a method.

<table>
<thead>
<tr>
<th>Dimension</th>
<th>A</th>
<th>E</th>
<th>I</th>
<th>P</th>
<th>V</th>
</tr>
</thead>
<tbody>
<tr>
<td>CC (human)</td>
<td>0.26</td>
<td>0.18</td>
<td>0.36</td>
<td>0.23</td>
<td>0.24</td>
</tr>
<tr>
<td>CC</td>
<td>0.51</td>
<td>0.37</td>
<td>0.40</td>
<td>0.35</td>
<td>0.51</td>
</tr>
</tbody>
</table>

TABLE 3: Pearson’s correlation coefficient (CC) for the fused emotion analysis averaged over three raters, for five emotion dimensions: (A)rrousal, (E)xpectation, (I)ntensity, (P)ower, and (V)alence. The average correlation between the other two human raters and the respective rater is provided as a reference.
for achieving high inter-rater agreement and segmenting the continuous sequences into shorter clips. However, extending this method for automatic, dimensional and continuous emotion detection remains a challenge. Moreover, during annotation, the human raters were exposed to audio-visual Solid SAL data without explicitly being instructed to pay attention to any particular cue (e.g., head gestures) or modality (e.g., audio or video). Therefore, it is not possible to conclude which cues or modalities were dominant for which ratings. In general, these issues still remain as open research questions in the field, 74, 75.

5.4 Dialogue management
In this section, we describe how interpreters and action proposers work together to interpret the user’s behaviour and to determine the agent’s turn taking behaviour (when the agent speaks), its utterance selection (what it says), and its backchanneling behaviour while it is in the listener role.

The main challenge of these components is to interpret what is known of the user’s behaviour and to generate natural reactions, without knowing much about the content since linguistic analysis is intentionally limited to crude keyword spotting in the SAL scenario. From the feature extractor and analyser components, the dialogue manager receives low-level features such as the energy of the audio, the fundamental frequency, the position of the detected face, and the direction of head movement. Analysers provide higher level features such as the arousal and interest of the user, facial expressions, and head gestures. Out of these, the emotional state of the user is the most important information.

5.4.1 Speaking SAL
As was explained in Section 3, the dialogues with the SAL characters are rather special from a computational point of view. Basically, the agents are chatbots that do not attempt to understand what the human interlocutor is saying and that do not have a very defined task they want to see performed. As chatbots go, what the human interlocutor can say is left open and uncontrolled, whereas the SAL characters each have a limited repertoire of canned phrases they can choose from. This means that the role of the dialogue manager in the SAL system is to pick out the most appropriate sentence to say at any given time. The adequacy of the choice of sentence is determined by two main criteria. The basic one is whether the agent keeps the interlocutor involved in the conversation: sustained interaction. For this reason, many SAL utterances are prompting the user to say more. The second criterion is determined by the SAL ‘goal’ to draw the user towards the character’s emotional state.

The dialogue manager consists of a number of utterance selection modules that each focus on a particular criterion for selection. For example, an ‘After Silence’ module suggests responses to occur after a long period of user silence. It includes responses such as “Well?”, and “Go on, tell me your news!” These responses are used to motivate the users to continue speaking if they are silent. A ‘Linking Sentence’ module suggests a follow-up response to a previous question of the agent depending on the answer from the user. For example, when the agent asks “Have you done anything interesting lately?”, and the user responds with a short answer with an agreement in it, a linking sentence could be “You did? Great! Please tell me about it.”. A ‘Content’ module suggests responses based on the detected keywords for a number of high-level categories such as ‘talking about past’, ‘talk about own feelings’, ‘agree/disagree’, etc. When keywords in the user’s utterance match one of these categories, this module proposes responses from the respective category set. An ‘Audio Feature’ module suggests responses based on the detected audio features of the user’s turn. Classifiers that have been trained on the Solid SAL data complemented with human suggestions of good responses provide the suggestions for SAL, 77. An ‘Arousal’ module suggests responses based on either a very high or a very low arousal of the user. For example, Obadiah might say “Don’t get too excited” after detecting high arousal, and Prudence might say “You seem a bit flat” after detecting low arousal. Finally, a ‘Backup Responses’ module suggests some generic responses that fit in most of the cases. This includes responses such as “Really?” and “Where do you think it will lead?”.

Each module returns a list of possible responses – possibly empty – with an estimate of the quality of each response. The quality of responses is lowered for those responses that have been used in recent turns. The response with the highest value is selected and sent to the action selection component (see below).

5.4.2 Listening SAL
A separate action proposer component generates the agent’s listener behaviour. From the literature, 78, 79 we have fixed some probabilistic rules to decide when a backchannel signal should be triggered. Our system analyses the user’s behaviours, looking for those that could prompt an agent’s signal; for example, a head nod or a variation in the pitch of the user’s voice will trigger a backchannel with a certain probability. As the next step, the system calculates which backchannel should be displayed. The agent can provide either response signals that transmit information about its communicative functions (such as agreement, liking, believing, being interested and so on) 5, 80 or signals of mimicry that mirror the speaker’s non-verbal behaviour directly.

The action selection component, 81 receives all the candidate actions coming from the action proposers. Actions vary in complexity, ranging from a single head
nod, via multimodal backchannel signals involving, e.g., a combination of smile, nod, and “uh-huh”, to full verbal utterances with synchronous non-verbal expressivity.

The action selection has two roles. The first one is to manage the flow of candidate actions to be displayed by the agent. Indeed the action selection continuously receives candidate actions. These are queued, since only one action can be displayed at a time. The action selection waits until the display of the current action has been completed before selecting another one. Speaker actions are given a higher priority than listener actions in the selection.

In the listener mode, the second role of the action selection is to choose the most appropriate backchannels to be displayed. This selection varies with the four personalities of the SAL characters [17], [82]. It also takes into account the emotions and interest level of the user.

5.5 Generating SAL behaviour

Once the dialogue components have determined whether the agent is in a speaking or a listening role, and how it should act given that role, its behaviour must be realised. We use the same components for generating both speaking and listening behaviour.

The behaviour generator component receives as input a representation of communicative functions to realise for the current SAL character. Its task consists in generating a list of behavioural signals for each communicative function; this process draws upon a definition of behavioural characteristics for each of the SAL characters, which we call that character’s baseline. An agent’s baseline contains information on that agent’s preference for using a given modality (speech, head, gaze, face, gesture, and torso) [83]. For the visual modalities, the baseline specifies also the expressive quality. Expressivity is defined by a set of parameters that affect the qualities of the agent’s behaviour production, such as wide vs. narrow gestures, or fast vs. slow movements. A behaviour lexicon associates communicative functions with the corresponding multimodal signals that an agent can produce. Depending on the agent’s baseline and the communicative function to convey, the system selects in the lexicon the most appropriate multimodal behavioural set to display. For example, an agent that wants to communicate its agreement while listening could simply nod, or nod and smile, or nod, smile, and say “m-hm”.

The audio synthesis component [84] synthesises both the spoken utterances and vocal backchannels like myeah, uh-huh, oh, etc. For the spoken utterances, we created expressive unit selection text-to-speech voices [85]. The system also generates vocal backchannels [86]. In order to achieve lip synchronisation for verbal utterances and for audiovisual backchannels, our implementation generates timing information together with the speech, using the same timing representation formats for text-to-speech and for listener vocalisations.

Finally, the multimodal behavioural signals are transformed into animation parameters. Facial expressions, gaze, gestures and torso movements are described symbolically in repository files. Temporal information about the speech and listener vocalisations, generated by the audio synthesis component, is used to compute and synchronise lips movements.

The animation is played using a 3D graphics player showing one of the four SAL characters at a time [87]. Custom facial models for the four ‘Sensitive Artificial Listeners’ were created by a graphics artist (see Fig. 3). To create the models we collected information from the literature on personality traits. We also gathered data through illustrations, photos, video corpora, etc. All these materials helped us to specify the design parameters for our characters [17], [82].

6 Principles for evaluating Sensitive Artificial Listeners

It has been clearly recognised for some time that evaluating systems concerned with emotion and affect presents particular challenges [88]. Evaluating the SAL system brings together several of the challenges. This section deals with the principles of evaluation before describing an evaluation of the Autonomous SAL system.

The system calls for evaluation at several different levels. As a first approximation, lower level issues can be separated out and addressed in comparatively straightforward ways — for instance, by measuring how often emotion is identified correctly from voice alone.
6.1 Principles for low-level evaluation

Low-level evaluations of the various components have been described above (see Section 5). Even though rate questions that are far from trivial, for reasons that have gradually become clear. The literature on speech provides a well-developed illustration. The obvious measure, percentage correct identification, was used as a metric in early studies. Collating their findings shows how inappropriate that is [93]: scores depend massively on both the number of classes being considered and the naturalness of the material. Providing a satisfactory alternative is not easy, but there has been interesting work on it.

Broadly speaking, the issues are linked to various kinds of distinctiveness that are inherent in the task.

First, it is natural to assume that success equals matching an ideal observer, but there are both general and specific reasons to question that. On a general level, it should no longer be in doubt that people differ in their perception of emotion-related material. One of the few extended descriptions, by Cowie and Douglas-Cowie [90], indicates that individual raters weight emotion-related features of speech differently. Matching a single observer who is not eccentric, or (very much the same thing) the average of a group of raters who perform similarly, may be a more rational aim than matching an ideal or average observer. The particular context of SAL underlines the point. We might feel that Spike should pick up marginal signs of aggression where Poppy would not, and that is in line with evidence that mood affects the perception of emotion-related stimuli [91].

A second issue is that very different formats can be used to describe raters’ impressions, and they invite different metrics. SAL raters provide continuous traces. Other groups favour categorical descriptions, in some cases using a small number of categories (positive/negative/neutral), in others starting with dozens of options. One way to achieve comparability is to reduce multiple labels to a few ‘cover classes’, and to reduce the traces to a few qualitative labels, such as positive, negative or neutral valence [92]. But while that kind of description may facilitate comparison, it is not necessarily what a working system like SAL needs.

Nevertheless, a third issue makes it very desirable indeed to establish some kind of cross-system comparison. SAL data is in some respects quite challenging, and recognition rates are not likely to be high. Hence it is essential to know whether observed rates are due to poor systems or difficult material. A very useful comparison is provided by a recent report of recognition rates on SAL and other corpora using standard speech technologies [92]; the reported rate is 57.8% correct for a binary decision, lower than the standard AIBO corpus (62.9%) but higher than Smartkom (53.9%). Building up a broadly based understanding of different databases, and the kinds of recognition rates that they support, is a complex task [93]; but there seems to be no alternative way of gauging what particular scores on a particular database mean.

Beyond all that, it is not necessarily the case that the module which scores best as a stand-alone component is the most useful within a larger system. For example, it is notoriously hard to recognise valence from speech alone [94]. Hence while a purely speech-based module might improve its ability to recognise emotion classes by incorporating sensitivity to valence, the unreliable valence information that it used might actually degrade performance in a system that had access to much better valence information from vision.

6.2 Principles for high-level evaluation

Evaluating the system as a whole is not a routine exercise, and it raises questions which are of interest in their own right. Standard approaches are underpinned by the conception of usability stated in ISO 9241: the “extent to which a product can be used by specified users to achieve specified goals with effectiveness, efficiency and satisfaction in a specified context of use.” [95, p. 2]. Satisfaction has an affective component, but even it is defined in functional terms, as lack of discomfort, and a positive attitude towards the system, while performing the goals. The widely known evaluation framework PARADISE [96] is useful as a concrete illustration. It quantitatively assesses the quality of task-oriented dialogues in terms of usability measures. The objective of maximising user satisfaction is operationalised in terms of task success, and dialogue costs which quantify the efficiency of the dialogue at carrying out the task.

These criteria are not applicable to SAL-type dialogues, where no particular task is to be achieved. The issue is not specific to SAL: It covers a wide range of situations where “effectiveness, efficiency and satisfaction” are not the goals. As Edwardson put it, “We don’t ski to be satisfied, we want exhilaration” [97, p. 2]. Growing awareness of that issue has led to the development of measurement systems that deal more directly with affective response. Work has addressed four main areas: computer anxiety; frustration; trust and loyalty; and “flow, fun, and playfulness” [88]. The first appears not to be relevant for SAL. Frustration clearly is, and one might assume it was simply undesirable. However, that is not necessarily so. There is a kind of frustration that is a mark of human engagement. If we treat the SAL characters as people, then it is right and proper that we should be frustrated by Obadiah’s relentless pessimism or Poppy’s relentless brightness. Trust raises similar issues: a convincing Spike would not engender trust. The last area is partly similar. If Spike is convincing, an encounter with him is neither fun nor playful. However, it does create the characteristic ‘flow’ feeling of being engrossed in a task, to the exclusion of distractions [98].
Eliminating inappropriate questions exposes an issue that affects not only SAL, but any system designed to achieve conversational interaction. It is whether the system allows users to feel engaged in a fluent conversation with a credible personality; and linked to that, whether it draws them into the kind of behaviour that typifies conversational interaction with a person. These are closely related to the issues that have been highlighted in research on presence (e.g. [99]). The key challenge for the evaluation was to develop techniques that addressed those issues. Several options were explored (using Semiautomatic SAL and initial versions of autonomous SAL), and three were retained.

1) **Verbal probes.** Verbal reports are the obvious source of information, but there are well-rehearsed reasons for being wary of them in the evaluation of affective devices (e.g. [100]). Asking for verbal reports during an emotional experience, particularly one which involves suspension of disbelief, is likely to disrupt it; reports given afterwards are likely to rationalise it. The solution developed for SAL was, in effect, a spoken questionnaire designed to let users respond from within the scenario, with minimal disruption. Immediately following each interaction, a different avatar steps in and asks (orally) three questions about the interaction that has just finished:

   a) How naturally do you feel the conversation flowed? Zero means not at all, ten means totally natural.
   b) Did you feel the Avatar said things completely out of place? If yes, how often? Never, a few times, quite often, most of the time, all the time.
   c) How much did you feel you were involved in the conversation? Zero means not at all, ten means completely involved.

   The logic of the questions is that they deal with the three key entities involved: the avatar (specifically the appropriateness of its contributions); the user (specifically his/her feeling of engagement); and interaction between them (specifically its fluency).

2) **Behavioural engagement.** The study took advantage of a unique opportunity to obtain a trace-like rating of how engaged or disengaged users appeared to be. Because recording used two connected rooms, an observer could sit in the same experimental space as the user while the experiment was taking place, hearing the voice directly through the open door between the rooms and seeing him/her through the teleprompter used by the solid SAL operator. That gives a sense of the user’s engagement or lack of it which, as the literature on presence would suggest, seems more compelling than observing a recording. A variant of the trace techniques used to label data was developed to capitalise on that. One of the raters whose scores correlated highly with group means in the labelling exercise ($r = 0.86$ for valence ratings) was recruited to observe the interaction as it took place, and to record the user’s apparent engagement as it rose and fell with time using a mouse-controlled cursor.

3) **Simple preference.** The design of the experiments meant that users experienced two versions of the system. They were asked at the end which they preferred.

   These measures provide a reasonable starting point for research on systems’ ability to engage people in fluent interactions. They were used to evaluate the SAL system.

### 6.3 Evaluation of the final system

Evaluation involved a series of experiments. The earlier experiments highlighted problems with initial versions of the system [101]. Here we report only the final experiment. It does not claim to be a comprehensive evaluation. The point is simply to establish that the system’s emotion-related abilities make a difference to the quality of human interactions with it. To do that, the final version of the system was compared with a control system in which affective features of the output had been disabled (the agents’ voices and faces were expressionless, and they did not backchannel).

**Participants:** 30 users participated in the evaluation, 24 female and 6 male, ranging in age from 18-41 years old ($M = 23.2, SD = 7.9$) and all were from Britain and Ireland except one Polish and one Malaysian participant (both fluent in English). They were drawn from a pool of psychology students and received course credit for their participation. All participants were naive and had no or minimal experience interacting with a automated computer based avatar.

**Design:** A 2x4 within-subject design was used. System version was the first independent variable with two levels full system and control system. The four characters made up the levels of the second independent variable. The user interacted with all four characters twice, first with one version of the system, then with the other. The orders in which they encountered systems was counterbalanced and the order in which they encountered characters was randomised.

**Procedure:** The participants interacted with SAL avatars via the teleprompter arrangement used in all the SEMAINE recordings. At the beginning of each session, a non-affective avatar gave instructions for the interaction. After each interaction, the non-affective avatar presented the verbal probes (in the order flow, appropriateness and felt engagement). The
TABLE 4: Interactions that are predominantly in the upper 1/nth of the behavioural engagement scale.

<table>
<thead>
<tr>
<th>Region within which most of the interaction lies</th>
<th>% of interactions that meet the criterion, with:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>the full autonomous system</td>
</tr>
<tr>
<td>Upper half</td>
<td>93%</td>
</tr>
<tr>
<td>Upper 1/3 (&quot;quite engaged&quot; or better)</td>
<td>34%</td>
</tr>
<tr>
<td>Upper 1/4</td>
<td>14%</td>
</tr>
<tr>
<td>Upper 1/5</td>
<td>3%</td>
</tr>
</tbody>
</table>

Table 5: Correlations between the four evaluation measures.

<table>
<thead>
<tr>
<th></th>
<th>Felt Engagement</th>
<th>Appropriate Contribution</th>
<th>Behavioural Engagement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flow</td>
<td>0.82</td>
<td>0.48</td>
<td>0.48</td>
</tr>
<tr>
<td>Felt Engagement</td>
<td>—</td>
<td>0.54</td>
<td>0.42</td>
</tr>
<tr>
<td>Appropriate Contribution</td>
<td>—</td>
<td>—</td>
<td>0.27</td>
</tr>
</tbody>
</table>

Note: All correlations are significant at the p < .001 level.

A first question is whether the measures provide genuinely distinct kinds of information. Table 5 shows the correlations between the measurements. Flow and felt engagement correlated highly with each other, but they were not equivalent: engagement ratings were very consistently higher than flow ratings: in a MANOVA $F(1, 29) = 42.23, p < .001$. This is to say that what people feel the system does well is to engage them. Appropriateness of avatar contributions correlated moderately with the measures of both felt engagement and flow. The mean of the behavioural engagement measure correlated at a similar level with both subjective engagement and flow, and weakly with appropriateness of avatar contributions.

Analyses of variance show that the full system outperforms the inexpressive control on all of the measures. The main effect of system is significant for mean behavioural engagement ($F(1, 29) = 23.3, p < 0.001$); appropriateness of avatar contributions ($F(1, 29) = 4.86, p = 0.036$); and flow and felt engagement ($F(1, 29) = 9.25, p = 0.005$; these were treated as two measures in a single analysis because the underlying evaluations are closely related). The relevant means can be seen for behavioural engagement in Figure 4(a) and for flow and felt engagement in Figure 4(b). These give a partial picture, which is supplemented by other measures.

Simple preferences confirm that, as one might assume from the inferential statistics, the full system has a steady advantage: 24 out of 29 users who expressed a preference preferred the full system ($p < 0.002$ on a sign test). The behavioural engagement ratings provide a way of showing that the difference goes beyond a small but steady preference. They provide both information about timing, and a scale that has qualitative descriptors attached. The negative end is marked “absolutely no sense of engagement”; the boundary between bottom and middle third is marked “weakly engaged”; the boundary between middle and upper third is marked “quite engaged”; and the upper end is marked “compelling sense of engagement”. That structure makes it natural to consider how many of the interactions stay in the upper 1/nth of the scale for most of the time. The figures are shown in Table 4. They capture what seems a reasonable assessment: sustaining a good level of engagement with the user is generally beyond the inexpressive system, but the expressive one achieves it quite regularly. Clearly it is very interesting to ask how the likelihood of that kind of interaction can be increased.
Two key points can be made with confidence. One is that the methods described above provide ways of measuring what distinguishes systems like SAL; the other is that the expressive abilities incorporated in the SAL system make a substantial difference to the interaction that a person can have with an autonomous system. It is equally clear, though, that evaluating systems of this complexity is a large task, which goes far beyond those points.

Evaluative data classically have two functions, formative (directing development) and summative (passing judgment). There is a great deal of scope for formative evaluation – identifying details that could improve the system. Some are reasonably clear, such as the timing of turn-taking; others are puzzling, such as apparent preferences for what were thought to be less competent versions of some characters. The major summative issue is which parts of the SAL system contribute. A natural way of doing that is to disable components one by one. That is technically difficult because the system was not designed with that kind of piecemeal adjustment in mind, and that issue is worth highlighting for future development.

Both should profit from additional evaluative techniques that have been piloted. Such techniques should allow users to signal dissatisfaction with minimal disruption to the interaction. Pilot work has also been done on objective analysis of behavioural engagement, by identifying gestures associated with low rated engagement (102). Developed versions would also offer timing information, and, not least, enable future systems to evaluate their own success, by registering when the user was disengaging, and to take remedial action.

7 Conclusion
In this paper, we have presented a full implementation of an Autonomous Sensitive Artificial Listener. We have introduced the SAL scenario as a promising framework for investigating computational competence in dealing with emotional and non-verbal aspects of a conversation. We have described three prototype versions which were used to verify the postulated properties of the SAL scenario and to collect data needed for preparing the system components.

The Autonomous SAL system presented here is an integrated but highly modular piece of technology. We have shown one possible way of organising the structure of a SAL system, in terms of component architecture, message flow, representations of information, and processing steps. We have identified information that can be automatically deduced from the user’s non-verbal behaviour with some degree of accuracy, and we have proposed a format for representing this information in terms of standard representation formats. We have realised a mechanism for generating both speaker and listener behaviour for ECAs exhibiting different personalities, again using standard representation formats in the workflow wherever possible. We have provided an implementation of the dialogue flow in the SAL scenario, and have provided a mechanism for flexibly extending or replacing the domain-specific information within the system.

We have laid out what we think are key principles to keep in mind when attempting to evaluate systems.
such as SAL, and have shown that the expressive capabilities of the system improved the user’s engagement over a non-expressive control system.

To the best of our knowledge, the Autonomous SAL system presented in this paper is unique in the current Affective Computing community, in that it covers the full loop of multimodal analysis, interpretation and synthesis of emotion-related and non-verbal behaviour in a human-to-computer dialogue setting, while at the same time being publicly available. In fact, the full system is available to the research community, in large parts as open source software, from the SEMAINE project website (http://www.semaine-project.eu). Interested researchers can download the system and adapt it at will to suit their interests. Many of the system’s configuration options are accessible such that, even without programming, it is possible to create controlled variants of the system and carry out experiments. In the long run, the present system is suited as a baseline against which improvements of individual components can be assessed. Furthermore, the modularity of the system makes it possible to re-use individual components and build new, different emotion-oriented systems on the same platform and from existing and new building blocks. The use of standard representation formats is intended to promote and facilitate this process. We believe that in this way, the SAL system as presented here can have a lasting impact on the research landscape of interactive, emotion-oriented systems.

A number of scenarios lend themselves to exploiting and developing further the capabilities explored in the Autonomous SAL system. Relatively straightforward is the transfer to scenarios where the purpose of the interaction is a social or emotional one. An example is the scenario of a long-term interaction between a robot and hospitalised children [103], aiming to reduce their anxiety. This type of scenario lends itself to further exploration of SAL-type capabilities by means of interactions designed to concentrate on non-verbal and emotion-related aspects similar to the SAL scenario. A second short-to-mid-term scenario is that of multimodal games including social interaction, where the purpose of the emotional and non-verbal skills is to contribute to an overall immersive experience and high precision and recall are secondary. A more challenging step will be learning how to combine SAL-type capabilities with task-oriented interaction. Here, the purpose of emotion-related and non-verbal capabilities will be to strengthen engagement in the interaction, and to address barriers to effective interaction that arise from the user’s emotional reactions. The challenge goes beyond adding expressive colouring to traditional task-driven dialogue: that would probably lead either to unnatural expressive behaviour or to perceived incongruence between the expressive capabilities and the task scenario. Understanding how to exchange information in the context of a fluent, emotionally coloured interaction will require extensive further research. The availability of the SAL system gives it a strong base from which to start.
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