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Optical measurement of the temporal delay between two ultra-short and focussed laser pulses
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Abstract: Temporal overlapping of ultra-short and focussed laser pulses is a particularly challenging task, as this timescale lies orders of magnitude below the typical range of fast electronic devices. Here we present an optical technique that allows for the measurement of the temporal delay between two focussed and ultra-short laser pulses. This method is virtually applicable to any focussing geometry and relative intensity of the two lasers. Experimental implementation of this technique provides excellent quantitative agreement with theoretical expectations. The proposed technique will prove highly beneficial for high-power multiple-beam laser experiments.
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1. Introduction

The interaction of ultra-intense lasers with matter, can create extreme states whose study is of paramount importance for the understanding of high energy density physics. Multiple laser beam interactions are progressively attracting the attention of the physics community as they provide a unique scenario for the experimental study of highly non-linear particle-photon interactions [1], laboratory astrophysics [2], particle acceleration [3, 4], particle generation [5] and the production of the next generation of x-ray and $\gamma$-ray sources [6-11].

For a meaningful experimental implementation, it is indeed necessary that the high intensity foci of the lasers be spatially and temporally overlapped with a micron and femtosecond scale precision respectively. While spatial overlap is relatively easy to achieve, femtosecond scale temporal overlap is a much harder task, since it lies orders of magnitude below the typical resolution of electronic devices (which respond on the ns to 100’s of ps scale).

Previously, it was shown that by using the relatively broad frequency envelope of a femtosecond laser pulse, detailed information about the phase front and relative time delay between two collimated laser pulses could be revealed by employing an interferometric technique provided prior knowledge of a reference beam parameters was obtained [12, 13]. Exploiting similar physical principles, we report here on a compact and versatile experimental technique that allows for the precise measurement of the temporal delay between two short laser pulses at their focal planes while simultaneously allowing for micron scale overlapping in the plane perpendicular to the axis of propagation of the pulses. The proposed technique can be implemented in virtually any focusing geometry and relative intensity of the two pulses and has been tested with the oscillator of the TARANIS femtolab at Queen’s University Belfast (QUB) which has an energy of 6.6 nJ and a pulse duration of $T_0 = 140$ fs. The repetition rate of the system is 76 MHz with a wavelength of 800 with 32 nm FWHM.

This technique will prove highly beneficial for the next class of multi-petawatt laser systems such as the 20 PW Vulcan at Rutherford Appleton Laboratories (RAL) [14] and the Extreme Light Infrastructure (ELI) [15], in which experiments with multiple ultra-high intensity lasers will be routinely performed.

The structure of this paper is as follows. In Section 2 the theory underlying this technique will be discussed and a prediction of the outcome is provided based on data specific to TARANIS. Then in Section 3, the implementation of the technique is outlined for this facility. Section 4 presents the experimental findings and a comparison with the predictions is made. Finally, Section 5 gives a conclusive overview of the technique.
2. Theoretical Rationale

The electric field of an electromagnetic wave can be expressed generally as 
\[ E = E_0 e^{-i(k \cdot r - \omega \tau - \phi_0)} \] 
where \( E_0 \) is the peak electric field strength, \( k \) is wavevector (\( 2\pi/\lambda \) where \( \lambda \) is the wavelength of the pulse), \( r \) is the displacement vector from the source to the point of observation, \( \omega \) is the frequency of the wave, \( \tau \) is the time of observation of the pulse and \( \phi_0 \) is a constant. The general equation describing the intensity of electromagnetic radiation is given by 
\[ I = c \varepsilon_0 |EE^*|/2 \] 
where \( c \) is the speed of light and \( \varepsilon_0 \) is the permittivity of free space.

![Image of Fig. 1](image)

Fig. 1. (a) The sources of two spherical wavefronts are separated in space by a transverse distance \( y \), an angular difference can be seen by an observer at \( O \). As shown in (c), the observer is at a distance \( D \) and height \( l \) above the common centre of the sources giving an angle of \( \theta \). For this case the paths \( r_1 \) and \( r_2 \) are slightly different and the wavefronts will form an interference pattern. (b) when \( y \to 0 \) the angle between the two pulses as seen by an observer at \( O \) tends to 0. In this case, no such pattern is observed. In the case where \( y \ll D \) the spatial relationship can be written as \( r_2 = r_1 + y \sin \theta \)

From Fig. 1, it can be seen that the superposition of two electromagnetic waves with a similar peak field strength \( E_0 \), gives an intensity

\[ I = c \varepsilon_0 E_0^2 \left| 1 + \cos \left[ (k_1 \cdot r_1 - k_2 \cdot r_2 - \omega_1 \tau_1 + \omega_2 \tau_2 + \phi_1 - \phi_2) \right] \right| \]  

(1)

If we consider the first wave to be propagating along \( r_1 \) and the second wave to be propagating at an angle \( \theta \) separated by \( y \) with respect to this so that \( r_2 = r_1 + y \sin \theta \) (where \( y \) is the distance separating the two sources of the waves), and the waves to have identical frequencies, with a temporal delay related by \( \tau_2 = \tau_1 + \Delta \tau \), then the Eq. (1) becomes

\[ I \propto \left| 1 + \cos[ky \sin \theta - \omega \Delta \tau + \phi] \right| \]  

(2)

In Eq. (2) the notation 1 has been dropped for convenience, in addition the constants have been replaced by \( \phi = \phi_1 - \phi_2 \). This equation can be thought of as consisting of two distinct parts, a spatial component which varies periodically with \( \theta \) and a temporal component which varies periodically with \( \Delta \tau \) demonstrating that Eq. (2) varies periodically.

If we consider two realistic laser pulses of identical bandwidth \( \Delta \lambda \) and central wavelength \( \lambda_0 \), the use of a diffraction grating allows two pulses to interfere spectrally many pulse durations
apart. If the diffraction grating disperses the various spectral components in one axis only, then this behaviour will only manifest in the dispersion axis [12]; let this phase term be $\vartheta = \omega \Delta \tau$.

In order to improve the resolution of the system, a lens can be used after the grating. The focusing power of the lens will smooth modulations induced by the spatial interference along the axis of dispersion. A cylindrical lens allows one to remove this information in one axis while allowing it to persist in the other. Hence, the phase term representing spectral information $\vartheta$, appears exclusively along the dispersion axis.

In the undispersed, unfocused (with respect to the cylindrical lens) axis, perpendicular to the axis in which spectral components manifest, the spatial contributions are present while spectral components are not. Considering the simple 2-point source diffraction equation from Young’s Double slit experiments (see Fig. 1) the spatial terms can be written as $\varphi = k y \sin \theta$.

In order to determine the intensity for an observer at any point, the solution will be proportional to the cosine of the sum of the temporal domain $\vartheta$ and spatial domain $\varphi$ as shown below.

$$I(\vartheta, \varphi) \propto |1 + \cos(\vartheta + \varphi)|$$  \hspace{1cm} (3)

Eq. (3) allows one to make a prediction of the interference pattern that would be observed if a CCD were placed in the arrangement.

3. Experimental Setup

Fig. 2. Two counter-propagating laser pulses are incident on the pellicle whose surface closest to the parabolic mirror with the hole represents the point at which temporal delay is measured. The focal spot of the parabolic mirror with the hole in it is directly on the surface of the pellicle. The pellicle is then angled very slightly to allow the reflection off the surface to propagate through the opening in the parabola. The second pulse is transmitted on axis through the pellicle and through the opening of the next parabola. The sampled component of the pulses is incident on a diffraction grating. A cylindrical lens is used to increase the resolution of the system and destroy the spatial components along the spectrally dispersed axis. The CCD reads out the intensity pattern arising from the pulses.

In most modern laser facilities, the intensity of laser pulses is greatly increased by focusing via parabolic mirrors. The rise of dual-pulse, counter-propagating geometries such as that shown in reference [7], may require the employment of such mirrors which have been modified with a hole in their centre in order to allow electrons generated by laser wakefield acceleration to propagate unhindered by the physical presence of the mirror.
Fig. 3. With the vertical axis representing the relative angle the observer is at from the common centre of the origin of the two pulses $\theta$ and the and the horizontal axis representing the wavelengths $\lambda$, present, the relative intensity is plotted. Values are determined by adding summing the spectral and temporal phase differences and substituting into Eq. (3). With perfectly overlapped focal planes, spatial differences should be negligible and the temporal terms are the main contributors to the pattern. Moving through the diagrams, the relative temporal delay between the pulses is given above each pattern. Fringes are vertical and are observed to become wider as the time difference between the pulses decreases to 0. The central image represents the pattern at best temporal match. The 9 images begin from the top left at a time delay of $-2400(\sim -17T_0)$, $-1733(\sim -12T_0)$, $-1067(\sim -7.5T_0)$, $-400(\sim -3T_0)$ fs before temporal overlap is reached. The process then proceeds to times of $+267(\sim 2T_0)$, $+933(\sim 6.5T_0)$, $+1600(\sim 11.5T_0)$ and $+2267(\sim 16T_0)$ fs.

Hence, the technique outlined in Section 2 was investigated for a counter-propagating arrangement where two pulses are required to arrive simultaneously at a point; this is marked by the placement of a thin pellicle (see Fig. 2).

In this arrangement, a 50.8 mm parabolic mirror of focal length 101.1 mm with a 3 mm hole in the substrate, and 8 mm at the point of exit at the back of the mounting, is focused onto surface of the pellicle. The pellicle is angled very slightly to allow the reflection off the surface to propagate through the opening in the parabola. The second pulse is focussed by a second parabola of the same parameters (however, without the hole) and is transmitted on axis through the pellicle. The transmitted and reflected components of the pulses which propagate through the hole in the parabola and are incident on a diffraction grating of 800 lines per mm which is placed 530 mm from the back of the holed parabola and angled such that the first order reflection of diffraction from it is 50 mm from a cylindrical lens of focal length 50 mm. A CCD is placed 60 mm after the lens.

To improve the fringe contrast seen by the CCD, one may require a method to control the relative intensities without inducing any path difference in one pulse with respect to the other, for this identical polarisers can be placed into the arrangement, one before each parabolic mirror if the beams are polarised in the same plane (where one can be screened out with respect to the other), or one directly after the hole for the case of cross polarised pulses (to allow simultaneous control of relative intensities and allow the two pulses to gain common axial components). The sampled components of the pulses are incident on a diffraction grating then propagate through a cylindrical lens. This destroys any spatial information gained in the arrangement.
while simultaneously allowing the resolution of the components to be improved. The CCD reads out the intensity pattern arising from the pulses. This is shown in Fig. 2.

Using the specifications of the TARANIS oscillator outlined in the first section expectations of an intensity pattern of two overlapping pulses can be determined. Initially the focal spots of the two pulses are overlapped using a thin wire and CCD camera as is standard in most laser facilities. If the pulses are overlapped perfectly, \( y \) and \( \theta \) both drop to 0. This means that there are no spatial terms in Eq. (3); a prediction is shown in Fig. 3.

As can be seen in Fig. 3, when the time delay is increased, the fringe separation decreases also. Moving through the diagrams, fringes are vertical and are observed to become wider as the time difference reduces to 0. The central image represents the pattern at temporal overlap stretches across the full bandwidth. Far from temporal overlap, the fringes tend towards being infinity close and are unable to be resolved, in this setup, this occurred at \( \sim 20T_0 \).

Figure 3 represents the case where the foci of the pulses are perfectly overlapped; in the case where the offset is set to 250 \( \mu \)m, one can see the change that occurs to the pattern governed by Eq. (3) is entirely due to \( \vartheta \neq 0 \). This results in a fixed firing pattern being present in the \( \theta \) axis. As the \( \varphi \) remains unaffected, the pattern becomes modified such that the fringes are now angled (this angle will be specific to the distance of the CCD from the pellicle). Assuming a CCD at a distance of 1.0 m from the pellicle, a fringe pattern is given in Fig. 4.

![Fig. 4](image)

Fig. 4. With the vertical axis representing the relative angle the observer is at from the common centre of the origin of the two pulses \( \theta \) and the and the horizontal axis representing the wavelengths \( \lambda \), present, the relative intensity is plotted. Values are determined by adding summing the spectral and temporal phase differences and substituting into Eq. (3). With the pulses now separated by 250 \( \mu \)m the spatial term makes a contribution. The result is a fringe pattern that is slanted. The behaviour of the temporal fringes remain unaffected. The 7 images begin from the top left at a time delay of \(-1733(\sim -12T_0), -1067(\sim -7.5T_0), -400(\sim -3T_0) \) fs before temporal overlap is reached. The process then proceeds to times of \(+267(\sim 2T_0), +933(\sim 6.5T_0) \) and \(+1600(\sim 11.5T_0) \) fs.

As demonstrated in Figs. 3 and 4, for each time delay given, a unique number of fringes is present along the \( \lambda \) axis. The number of these temporal fringes which are present is of course related to the bandwidth of the system being used; however, as a consequence of this, simply counting the number of temporal fringes present the user is able to obtain information regarding the relative temporal mis-match of the pulses.
4. Results

Fig. 5. Results of the temporal matching process as seen on the CCD camera. The 9 images begin from the top left at a time delay of $-2400(\sim -17T_0)$, $-1733(\sim -12T_0)$, $-1067(\sim -7.5T_0)$, $-400(\sim -3T_0)$ fs before best temporal overlap is reached. The process then proceeds to times of $+267(\sim 2T_0)$, $+933(\sim 6.5T_0)$, $+1600(\sim 11.5T_0)$ and $+2267(\sim 16T_0)$ fs. It can be seen that the fringes are vertical in orientation and begin compressed. The reduction of the temporal delay leads to the broadening of the fringes until temporal overlap where the broadening tends to a single fringe which stretches over the full bandwidth. After this point, increasing the temporal delay leads to a compression of the fringes, mirroring the behaviour of the fringes prior to temporal overlap.

Using the setup presented in the previous section, results were obtained in order to make a comparison with the theoretical expectations. Looking at Fig. 5, one can see the changes that occur on the CCD camera close to temporal overlap. The 9 images begin from the top left at a time delay of $-2400(\sim -17T_0)$, $-1733(\sim -12T_0)$, $-1067(\sim -7.5T_0)$, $-400(\sim -3T_0)$ fs before temporal matching occurs. The process then proceeds to times of $+267(\sim 2T_0)$, $+933(\sim 6.5T_0)$, $+1600(\sim 11.5T_0)$ and $+2267(\sim 16T_0)$ fs. The central image shows the pattern obtained at temporal overlap.

Progressing from the upper left to the central image in Fig. 5, one can see the fringes begin to expand until temporal overlap; at this point, no fringes can be seen. This is within the expectations discussed previously in Section 2. Continuing through the images from the central image to lower right of the figure, the behaviour of the fringes is mirrored and the fringes begin to once again, compress.

Using Figs. 3 and 5, a comparison between the number of temporal fringes expected theoretically and those obtained experimentally along the $\lambda$ axis was made. Figure 6 shows that a similar number of fringes are present in the experimental findings to the number predicted in the theoretical model presented in Fig. 3. The number of fringes determined experimentally are generally lower than those predicted; however, this is most likely due to the poor contrast of the fringes in the peripheral regions of the images. The gradient of the graph presented in Fig. 6 is shown to be $\Delta \omega$ i.e., the range of frequencies contained within the pulse packet. In terms of the bandwidth of the laser, this is approximately

$$\frac{N}{\Delta \tau} \approx \left| \frac{c \Delta \lambda}{\lambda L} \right|$$
Fig. 6. A comparison between the theoretical expectations of the number of temporal fringes predicted (green) in the model presented in Fig. 3 and the number of fringes detected in the experimental setup (blue). The trend is the modulus of a linear relationship. In this case, the uncertainty in the time is a result of the maximum precision of the delay stage. This can be improved by use of more precise equipment. As the technique allows for temporal matching of the pulses without prior calibration of the spectrometer, the uncertainty presented in the number of fringes recorded is a result of the poor contrast of the fringes in the peripheral regions of the images. The line represents the gradient of $c|\Delta \lambda / \lambda^2|$

Where $N$ is the number of fringes that are observed on the CCD. This result demonstrates that a user is able to establish with the most basic information about a laser system, the time delay between two pulses. By varying the number of fringes on the CCD, one can determine the delay between two intense laser pulses. In Fig. 6 the uncertainty in the number of fringes detected can be attributed to the poor contrast seen at the edges of the intensity pattern on the CCD and estimated at $\sim 10\%$. By carrying out a Fourier analysis on the fringe pattern, in order to extract the separation, the results are extremely similar; however, this technique improves the accuracy to $< 1\%$. It is important point to note that one of the strengths of the technique lies in requiring no prior calibration which can save valuable time in an experimental environment. Clearly, the degree of temporal matching is limited by the accuracy of the delay stage, in this instance be achieved within $\pm 66$ fs. This is easily improved by the use of more precise equipment. And while improving the arrangement by use of different lenses and/or gratings, Eq. (4) can be used to determine an absolute limit to the precision of the technique by rearranging the equation so we have

$$\Delta \tau = \frac{N\lambda^2}{c\Delta \lambda}$$

In this particular system, this was found to be $\pm 33$ fs i.e., the time difference between the two pulses that will add another fringe to the pattern. For a broader bandwidth, this of course will improve.

In the case where the temporal matching process is carried out with a misalignment of the focal spots of 250 $\mu$m, the 7 images begin from the top left at a time delay of $-1733(\sim -12T_0)$, $-1067(\sim -7.5T_0)$, $-400(\sim -3T_0)$ fs before temporal matching is reached. The process then proceeds to times of $+267(\sim 2T_0)$, $+933(\sim 6.5T_0) \text{ and } +1600(\sim 11.5T_0)$ fs. It can be seen
that the fringes no longer simply vertical in orientation. This is due to a spatial difference
being present on the vertical axis. The fringes do begin compressed and expand as the temporal
overlap is approached, this time however, they also rotate. This is shown in Fig. 7. The rotation
is of course dependant on the arrangement of the setup, particularly the distances to and size
of CCD chip as well as power and distance of the lens. The process has also been tried for

![Fig. 7. Results of the temporal matching process as seen on the CCD camera when a mis-
alignment of the focal spots at 250 µm is introduced. The 7 images begin from the top left
at a time delay of $-1733 \text{ fs} \left(\sim -12T_0\right)$, $-1067 \text{ fs} \left(\sim -7.5T_0\right)$, $-400 \text{ fs} \left(\sim -3T_0\right)$ before tempo-
ral overlap is reached. The process then proceeds to times of $+267 \text{ fs} \left(\sim 2T_0\right)$, $+933 \text{ fs} \left(\sim 6.5T_0\right)$
and $+1600 \text{ fs} \left(\sim 11.5T_0\right)$ fs. It can be seen that the fringes no longer simply vertical in orien-
tation. This is due to a spatial difference being present on the vertical axis. The fringes do
begin compressed and expand as temporal overlap is approached, this time however, they
also rotate.

two focal planes which have been separated by a few cm along the beam propagation axis. As
expected, no difference is observed in the pattern of the CCD. This means that the process can
be applied to virtually any short pulse setup which requires fs scale temporal matching.

As a final statement, the technique was repeated for focal spots at several centimetres apart,
with the parabola marking the point at which the pulses are to be temporally overlapped. These
results where very close to those presented for the overlap scenario presented above and will
not be shown here; however, it is important to note the versatility of the technique as applied to
different focussing geometries.

5. Conclusions

A method for real-time optical measurement of the temporal delay between two focussed and
ultra-short laser pulses is presented. By varying the number of fringes on the CCD, one is able
to determine with the delay between two intense laser pulses. In this case, we have achieved this
to with an uncertainty of $\pm 66 \text{ fs}$ i.e., the precision of the delay stage used. It has been shown
that the degree of temporal overlap achievable, limited by a number of factors such as the step
size available on the delay stage used, the resolution of fringes on the CCD and the number of
lines per mm on the diffraction grating. However, assuming the impact of these factors can be
minimised, a theoretical limit to the accuracy of the technique has been presented in Eq. (5).

Due to the compact and versatile nature of the technique, it should prove highly beneficial in
reducing the technical difficulties that may arise specifically in the next class of multi-petawatt
laser systems such as the 20 PW Vulcan at the Rutherford Appleton Laboratory and the Extreme Light Infrastructure, in which experiments with multiple ultra-high intensity lasers will be routinely performed. This technique has already been employed in a recent experimental campaign [7] carried out at the Astra Gemini facility at RAL [16] were the precision achievable was increased to ±15 fs demonstrating its viability as a beneficial technique in the modern laser laboratory.
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