Ultracold fluorine production via Doppler cooled BeF
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1. Introduction

Ultracold molecules and atoms offer a unique opportunity to study chemical reactions at the quantum state level. Attractions include the ability to select individual rovibrational states of the reagents, the elimination of translational energy spread and the control of product quantum states using external fields. However, there has only been one reactive collision studied in this way. Problems with exploiting these reagents include the difficulty in cooling many of the elemental groups of the periodic table. For example, reactions involving halogen atoms are very rapid but Doppler cooling such atoms would require continuous-wave lasers operating in the VUV or XUV at milliWatt powers. Another practical problem concerns the very reactivity of many p-block elements that naturally makes them of special interest to chemists. This aggressive behaviour makes them unsuitable for the high vacuum apparatus used in today’s cold atom experiments. In particular, fluorine is known to ruin the non-evaporated getter (NEG) surfaces of modern UHV pumps. What is required is a method to transport these reactive species to the centre of a trap without destroying the chamber, whereupon they can be released for study. Delivering the halogen atoms in the form of a trapped, ultracold, parent molecular gas prior to in situ laser fragmentation elegantly resolves both these problems.

Trapped ultracold fluorine atoms could be used as a source of highly reactive atoms for nanolithography. Wright and Lane have proposed studying the reaction of vibrationally excited ultracold Li₂ dimers with fluorine atoms and have suggested quantum state selection of the reaction products is possible by selecting the initial vibrational state. Unfortunately, the production of trapped, cold halogen atoms presents perhaps one of the stiffest challenges for ultracold science. In particular, fluorine atoms are impossible to laser cool with current techniques as the lowest electric-dipole spin-allowed transition 3s²P₃/₂ ↔ 2p⁴D₇/₂ (10 4731 cm⁻¹) lies below 96 nm, a prohibitively short wavelength for a continuous wave laser. Furthermore, a single photon at this energy would impart a considerable momentum kick during spontaneous emission, leading to a significant recoil temperature. Hopes of using excited fluorine atoms and the 3p⁴D₇/₂ ↔ 3s²P₃/₂ transition at 685 nm were dashed by the relatively short lifetime (3.7 μs) of the metastable 3s²P₃/₂ state. Frustratingly, this lifetime is also too long for efficient optical cycling from the ground state. However, following the recent demonstration by Shuman et al. of Doppler cooled diatomic SrF it will not be long before trapped, ultracold fluorides can be prepared in the laboratory. Zero-energy fragmentation of such diatomics is a potential source of ultracold and trapped fluorine atoms.

The alkaline earth diatomics are ionic compounds or, more precisely, they have an ion-pair potential as the lowest electronic state. SrF has a Franck–Condon (FC) factor between the lowest vibrational levels of the A²Π ← X²Σ⁺ transition of f₀₀ > 0.98 making this a highly diagonal transition. Nevertheless, three vibronic transitions need to be pumped in order to close the cooling cycle. Ab initio work by Ornellas calculated the corresponding FC factors for BeF but revealed that the f₀₀ value is approximately 0.90, much lower than SrF and consequently superficially appears much less suitable for cooling. On the contrary, we demonstrate that there is a viable laser cooling scheme based on four vibronic transitions similar to the one successfully deployed for SrF.

Unlike Doppler cooling of simple atoms, direct laser cooling of a molecular gas is complicated by its initial temperature,
not because of the Maxwell Boltzmann velocities but the Boltzmann distribution of internal states. The larger energy separations between rovibrational levels in BeF will maximise the population in low \( v \) and \( J \) states when compared with heavier analogues like SrF or BaF. From a kinematic perspective, BeF is also the most attractive parent for the production of ultracold fluorine because its partner fragment has a smaller mass, and therefore will extract the majority of any surplus centre-of-mass dissociation energy. However, a viable transition pathway must be found to link the lowest vibrational levels of the ground state with the long range vibrational states at the dissociation limit. Such states form the basis of the Feshbach resonances required to access the continuum scattering states corresponding to the free atoms. Realistically, this population transfer must be done through an excited electronic state (to effect a great change in the internuclear separation) and key requirements are good FC factors and practical excitation energies for the efficient transfer of internal population. In this paper we use \textit{ab initio} quantum chemistry to develop full potential curves of the lowest electronic states in BeF and we identify a viable fragmentation scheme to produce zero-energy fluorine atoms suitable for trapping.

Most of the detailed spectroscopic information of this fluoride is relatively dated and cannot match the quality of modern high resolution measurements. Datta\textsuperscript{10} first reported its spectra in 1922, identifying a bandhead at 309 nm with further bands extending to shorter wavelengths. Further analysis by Jenkins\textsuperscript{11} proved the emission was \( ^3\Pi \rightarrow ^2\Sigma^+ \) and measured the excited state bond length as 1.39 Å. The author assigned the spin–orbit \( ^3\Pi_{1/2} \) state as lowest in energy but a later analysis of A-coupling constants by Walker and Barrow\textsuperscript{12} suggested that it is the \( ^3\Pi_{3/2} \) component that is lower. This issue was finally resolved by theoretical analysis\textsuperscript{13} based on \textit{ab initio} quantum chemistry. In 1965 Rao et al. reported\textsuperscript{14} emission spectra corresponding to the \( ^3\Sigma^+ \rightarrow ^3\Pi \) transition while a VUV study of the \( ^3\Sigma^+ \) and \( ^5\Sigma^+ \) electronic states was published two years later by Novikov and Gurvich.\textsuperscript{15} The spectroscopy of the \( ^3\Sigma^+ \) state was studied in further detail by Tai and Verma\textsuperscript{16} but only the lowest three vibrational levels have been interrogated in any great detail. The Russian study also reported red degraded bands at 64 000 cm\(^{-1}\) and 66 000 cm\(^{-1}\) attributed to a pair of excited \( ^3\Pi \) states but Tai and Verma indicated they did not observe these bands in their experiments.

Quantum chemistry is used here to address a number of key issues regarding the proposed method to form cold atoms, such as the availability of a barrier-less potential suitable for zero-energy fragmentation and whether the highest vibrational levels of this potential can be efficiently populated \textit{via} accessible optical transitions. To answer these questions accurate potentials are naturally required but an additional motivation for this study is to provide generic valence potentials useful for the interpretation of the other alkaline fluorides too. The alkaline earth metals are not well served by the current generation of basis sets (even the best Be set is relatively small compared to other second row elements) and thus the lightest molecule in the series is the logical choice for reliable potentials.

Previous theoretical work has naturally concentrated on the lowest pair of electronic states. In particular, there has been some debate on the strength of the chemical bond and on the nature of the spin–orbit coupling in the \( ^3\Pi \) state. Roach and Kuntz calculated a dissociation energy \( D_e \) of 3.94 eV\textsuperscript{17} for the \( ^X\Sigma^+ \) state which differed considerably from the experimental values of Hildenbrand and Murad\textsuperscript{18} (5.85 eV) and Farber and Srivastava\textsuperscript{19} (6.26 eV). A recent CCSD(T) study by Dixon is currently the most reliable theoretical study\textsuperscript{20} and reports the dissociation energy as 5.87 eV. Walker and Richards\textsuperscript{21} demonstrated that the observed spin–orbit coupling is consistent\textsuperscript{22} with a predominantly \( \pi\pi^* \) configuration in the \( ^3\Pi \) state with a considerable \( \pi^2\sigma^2 \) contribution and later work by Cooper, Prosser and Richards\textsuperscript{13} reconciled this picture with the \( \Lambda \)-coupling constants observed by Walker and Barrow. The spin–orbit coupling was later addressed at the MRCI level by Maric\textsuperscript{23} who also calculated constants for the \( ^3\Delta \) state. The MRCI method also formed the basis of later studies on the dissociation energy\textsuperscript{24} and dipole moment\textsuperscript{25} of the \( ^X\Sigma^+ \) state. Such \textit{ab initio} potentials were used by Ornellas et al. to calculate the ground\textsuperscript{26} and \( ^3\Pi \) vibronic levels, rotational constants and lifetimes.\textsuperscript{27} The calculated FC factors suggest that the fundamental 0–0 transition has a much lower value than the equivalent vibronic transition in SrF. These calculations were repeated with better basis sets by Ornellas in 2005, confirming this result, while a V5ZAV6Z study by Zhu et al. has recently been published.\textsuperscript{28}

This final study also included the vibrational levels and spectroscopic constants of the \( ^3\Sigma^+ \) state but did not address transition dipoles or higher excited states. Previous theoretical studies have, in general, paid little attention to the excited state asymptote Be(\( ^3\Pi \)) + F(\( ^3\Pi \)). The only published potentials that illustrate this asymptote are those from Prosser and Richards,\textsuperscript{29} which are only computed at the Hartree–Fock level. Populating a vibronic level close to this dissociation limit may be crucial to the production of cold fluorine and it is therefore necessary to identify if a suitable bound state is available.

2. \textit{Ab initio} calculations

The electronic states are found using Complete Active Space SCF (CASSCF) wavefunctions\textsuperscript{30} based on the valence orbital space \( \alpha_1, \alpha_2, \beta_1 \) and \( \beta_2 \) (6220), though the lowest two \( \alpha_1 \) orbitals are treated as the core throughout. Dynamic electron correlation was calculated by Multi-Reference Configuration Interaction\textsuperscript{31} (MRCI), using the relaxed Davidson correction\textsuperscript{32} throughout. These calculations were augmented with additional points using the larger active spaces 7320 (for the Rydberg component of the \( \Pi \) states) and 8220 (for the \( \Sigma^+ \) states). Only states of doublet multiplicity were calculated, and since all the \( \Sigma^+ \) valence states are repulsive they are not discussed further. Currently, the largest available correlation consistent basis set\textsuperscript{33} for Be is cc-pV5Z (VSZ) which lacks the diffuse functions for an accurate description of excited atomic levels of Be. The augmented cc-pV6Z (AV6Z) basis set is used for F and all calculations were performed using the MOLPRO suite of programs.\textsuperscript{34}

3. Results

(a) \( ^3\Pi \leftarrow ^X\Sigma^+ \) transition and laser cooling cycle

The \textit{ab initio} potentials obtained are shown in Fig. 1. The \textit{ab initio} data points were fitted using the LEVEL program (version 8.0).\textsuperscript{35}
to obtain the bound rovibronic levels, spectroscopic constants (Table 1), FC factors and radiative lifetimes. The calculated \( r = 1 - \nu = 0 \) energy separation in the X state is 1235.11 cm\(^{-1}\) in excellent agreement with the experimental value\(^b\) of 1246.70 cm\(^{-1}\).

A similar relative error is found in the values of \( T_{00} \), where the experimental value is 33 187 cm\(^{-1}\) and the calculated one is 33 511 cm\(^{-1}\) (0.9\% discrepancy). The discrepancies between the calculated and experimental \( r_c \) values are <0.01 Å.

The calculated bond dissociation energy \( D_b(X^2\Sigma^+) \) is 47 092 cm\(^{-1}\) (5.838 eV) and \( D_b(A^2\Pi) \) is 13 578 cm\(^{-1}\) (1.683 eV), the former within 1\% of a recent high level CCSD(T) based calculation (47 350 cm\(^{-1}\)) and smaller than the value reported by Zhu et al. Consistent with this, we find that the highest computed vibrational level is \( \nu = 64 \), within 1.5 cm\(^{-1}\) of the dissociation limit, rather lower than \( \nu = 74 \) reported in that work.

Experimental X\(^2\Sigma^+\) data only exists for vibrational levels up to \( \nu = 15 \) (17 327 cm\(^{-1}\)).

Like Ornellas et al., we calculate as many as 16 vibrational levels in the A\(^2\Pi\) state, though only 13 have been experimentally observed. We find that \( \nu = 13 \) is the last A\(^2\Pi\) vibrational level below the Be\(^4\)\(S\) + F\(^4\)P\) asymptote. Unlike the earlier study, we also computed the spin–orbit coupling in the A\(^2\Pi\) state and used the lower component to determine the FC factors with the ground state. These are in good agreement with Ornellas (Fig. 2a) but despite the relatively small value of \( f_{00} \), a four colour laser cooling scheme can be found thanks to the additional spontaneous emission channels being tightly clustered around the 0–0 transition (Fig. 2b). The sum of all transitions beyond \( \nu = 3 \) is <6 \times 10\(^{-5}\), similar to SrF. Fig. 2a also demonstrates the relative strengths of transition with \( \Delta \nu = 0, \pm 1 \) and \( \pm 2 \), the latter clearly increasing at higher \( \nu' \). The relative strength of the \( \Delta \nu = 0 \) transitions falls to a minimum for \( \nu'' = 8 \) before rising again. The relative weakness of \( \Delta \nu = \pm 3 \) or higher explains why vibrational data on the

### Table 1

A comparison between the calculated constants (VSZ/AV6Z basis set, this work) and experimental values (square bracketed values) for a variety of constants determined for the electronic states of the BeF radical. \( T_e \) is the energy of the potential minimum for the specified electronic state, \( r_c \) is the internuclear separation at the minimum, \( T_v \) is the energy of the vibrational level \( v \) above the potential minimum (the calculated \( T_v \) values assume \( J = 0 \)) and \( B_v \) is the rotational constant for each vibrational level. Experimental data from T. E. H. Walker and R. F. Barrow, The A\(^2\Pi\) ← X\(^2\Sigma^+\) system of BeF, J. Phys. B, 1969, 2, 102 unless stated otherwise.

<table>
<thead>
<tr>
<th>BeF</th>
<th>( T_e ) (cm(^{-1}))</th>
<th>( r_c ) (Å)</th>
<th>( v )</th>
<th>( T_v ) (cm(^{-1}))</th>
<th>( B_v ) (cm(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>X(^2\Sigma^+)</td>
<td>0</td>
<td>1.364</td>
<td>0</td>
<td>617.15[630.5]</td>
<td>1.4658[1.4801]</td>
</tr>
<tr>
<td></td>
<td>[1.3610]</td>
<td>2</td>
<td>3077.67[3106.7]</td>
<td>1.4312</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>4276.50[4317.5]</td>
<td>1.4157</td>
<td></td>
</tr>
<tr>
<td>A(^2\Pi)</td>
<td>33 542.8</td>
<td>1.399</td>
<td>0</td>
<td>588.45[585.6]</td>
<td>1.4043[1.4115]</td>
</tr>
<tr>
<td></td>
<td>[33 234]</td>
<td>1</td>
<td>1755.74[1740.3]</td>
<td>1.3887[1.3939]</td>
<td></td>
</tr>
<tr>
<td>B(^2\Sigma^+)</td>
<td>50 182.8</td>
<td>1.334</td>
<td>0</td>
<td>680.88[777.63]</td>
<td>1.5347[1.5531]</td>
</tr>
<tr>
<td></td>
<td>[49 503.2]</td>
<td>1</td>
<td>1999.33[2113.84]</td>
<td>1.5090[1.5329]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[1.328]</td>
<td>2</td>
<td>3293.69[3423.77]</td>
<td>1.4[1.5118]</td>
<td></td>
</tr>
<tr>
<td>B(^2\Sigma^+) (outer)</td>
<td>52 117.8</td>
<td>2.775</td>
<td>0</td>
<td>201.8</td>
<td>0.362</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>600.6</td>
<td>0.368</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>993.2</td>
<td>0.373</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>520.4</td>
<td>0.6838</td>
<td></td>
</tr>
<tr>
<td>D(^2\Pi)</td>
<td>53 249</td>
<td>2.015</td>
<td>0</td>
<td>1476.6</td>
<td>0.7018</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>736.4[652.5]</td>
<td>1.559[1.569]</td>
<td></td>
</tr>
<tr>
<td>C(^2\Sigma^+)</td>
<td>53 295</td>
<td>1.324</td>
<td>0</td>
<td>618.2[620.4]</td>
<td>1.541</td>
</tr>
<tr>
<td></td>
<td>[50 419]</td>
<td>1</td>
<td>2173.6[2049.4]</td>
<td>1.534[1.551]</td>
<td></td>
</tr>
<tr>
<td>3(^2\Pi)</td>
<td>61 612</td>
<td>1.340</td>
<td>0</td>
<td>821.0</td>
<td>1.3858</td>
</tr>
</tbody>
</table>


\( ^c \) V. M. Tatevskii, L. N. Tunitskii and M. M. Novikov, Optika Spectrosk., 1958, 5, 520.

\( ^d \) From \( r_0 = 1.335 \). \( ^e \) Calculated as \( v = 6 \) (see text).
giving a lifetime of 7.9 ns (about 1/3 that of the transition in \( ^{88}\text{SrF} \)) because of the larger nuclear spin of \( ^{9}\text{BeF} \). Such a scheme has been proposed by Wells and Lane for the production of C atoms from laser cooled \( ^{40}\text{Ca} \) radicals.\(^{39}\) The long range hyperfine structure in \( ^{9}\text{BeF} \) is determined by the splitting in the ground \( ^{3}\text{P}_{1/2} \) spin–orbit state of fluorine \((I = 1/2, \Delta E = 4.02 \text{ GHz}) \) and its coupling with the nuclear spin on Be. The result is four hyperfine levels \((F = 5/2, 3/2, 3/2 \text{ and } 1/2) \) and their presence opens the door to populating a quasi-bound level above the lowest dissociation limit that can fragment into free atoms. It is necessary, therefore, to transfer the molecular population efficiently into this state from one of the vibrational levels populated via the laser cooling process (we chose \( v^0 = 2 \) for this study). A crucial issue is the long range behaviour of the potentials, since the presence of a barrier along the dissociation path will lead to unavoidable heating of the gas as the excess energy required to climb the barrier will have to be released in the form of kinetic energy in the atomic fragments. Therefore, we computed the spin orbit coupling for the molecular potentials correlated to the ground asymptote, using a VQZ basis set on each atom. By including just the \( X^2\Sigma^+ \) and \( A^2\Pi \) states in the calculation we found poor agreement between the long range \((50 \text{ Å}) \) splitting and the known value for atomic \( F \) \((286 \text{ cm}^{-1} \text{ versus the experimental value of } 404.141 \text{ cm}^{-1}) \), but by extending the calculation to include the \( B^2\Sigma^+ \) and \( D^2\Pi \) states as well, we calculated a value of \( 403.01 \text{ cm}^{-1} \), in excellent agreement.\(^{40}\) The long range energies with spin–orbit coupling are shown in Fig. 1b and reveal no evidence of a barrier on the \( X^2\Sigma^+ \) potential curve.

### (b) STIRAP population transfer via \( B^2\Sigma^+ \) state

Stimulated Rapid Adiabatic Passage\(^{41}\) (STIRAP), a fully coherent optical procedure for population transfer, has been used previously for the formation of ultracold molecules\(^{42}\) from cold atoms. For that application, a molecular rovibrational level above the atomic asymptote must be brought into resonance with the kinetic energy of colliding laser cooled atoms (creating a Feshbach resonance). A counterintuitive sequence of optical pulses then transfers the population from the quasi-bound state to a deeply bound rovibrational level. The STIRAP method produces low loss rates as adiabatic passage suppresses any decay via the intermediate excited state as demonstrated by Ye\(^{43}\) and co-workers for \( ^{88}\text{SrF} \). By reversing the...
pulse sequence and so using STIRAP to transfer molecules between the bound state and asymptote, microscopic reversibility ensures that zero-energy (centre of mass frame) atomic products can be formed with high transfer efficiency from a single quantum state in an ultracold molecule. While STIRAP has not been applied directly in this way, experiments with Cs by Danzl et al. have clearly demonstrated efficient population transfer back into a Feshbach resonance. It is important to note that we are not proposing excitation into a continuum of scattering states, but into a quasi-bound rovibrational level, the coupling of which with the continuum of atoms can be adjusted by external fields. The initial single quantum level of the ultracold molecule naturally does not have to be formed itself by STIRAP association of atoms, and the proposed method involves initial state preparation by direct laser cooling of a molecule like BeF.

The states relevant for STIRAP production of fluorine atoms are presented in Fig. 3a, where the highest calculated vibrational states are shown for the $X^2\Sigma^+$ and $B^2\Sigma^+$ states (in both cases this is, coincidently, $v = 64$). In our study we use the calculated excited vibrational levels as surrogates for the Feshbach states (dominated by long-range dispersion forces) to explore possible excitation pathways and decay modes for the highly excited vibrational levels. For example, direct excitation to the highest vibrational level of the $B^2\Sigma^+$ state would appear to be a simple way for creating cold ground state fluorine atoms because although it is a higher energy asymptote it is the Be atom alone that is formed in an electronically excited state. Sadly, calculation of the spontaneous emission rate from $B^2\Sigma^+\ v' = 64$ (Fig. 4a) reveals that the Feshbach will decay rapidly by photon emission rather than fragmentation into cold atoms. The corresponding Feshbach levels along the ground asymptote are the most suitable, and clearly only the $X^2\Sigma^+$ potential lacks a barrier. One complication is that since efficient laser cooling of molecules requires an excited state (here $A^2\Pi$) below the lowest asymptote (to prevent predissociation destroying the cooling cycle), spontaneous emission from the threshold vibrational level back into this state is also unavoidable. However, we calculated the total

![Fig. 3](https://example.com/fig3.png)

**Fig. 3** STIRAP pathway to produce cold fluorine atoms via the $B^2\Sigma^+$ state. (a) The states relevant for this study. In addition to those calculated, schematic versions of the two observed Rydberg states observed by Gurvich are shown, and the ground state of the BeF$^-$ ion using the calculated dissociation energy reported by Ornellas et al. Also shown is the ion-pair asymptote Be$^+ (^3S) + F^- (^1S)$; (b) Four pulse scheme through D$^2\Pi$ and B$^2\Sigma^-$ states. The PUMP pulses are represented by the filled arrows.

![Fig. 4](https://example.com/fig4.png)

**Fig. 4** Calculated Franck–Condon factors (FC factors) in BeF as a function of vibrational quantum number. (a) The FC factors and A coefficients for vibronic transitions involving the $v = 64$ states of the $B^2\Sigma^+ \leftrightarrow X^2\Sigma^+$ transition. (b) The FC factors for the $B^2\Sigma^+ \leftrightarrow X^2\Sigma^+$ transition for $v = 0, 2$ and 14 for all upper vibrational levels up to $v = 64$. Note the logarithmic scale used in both plots.
spontaneous emission from $X^2\Sigma^+$ $v = 64$ into the energetically accessible vibrational levels of the $A^2\Pi$ state as just

$$
\tau^{-1} = \sum_{v=0}^{13} A_{64v} = 0.003 \text{ s}^{-1}
$$

Furthermore, the individual $A_{64v}$ coefficients lie in the narrow range $10^{-5} - 10^{-3} \text{ s}^{-1}$, despite the large changes in wavefunction phase suggesting strongly that the higher Feshbach levels will have similar spontaneous loss rates. This rate of decay is negligible so that the only decay modes available are fragmentation, collisional deactivation or IR emission within the $X^2\Sigma^+$ vibrational manifold. The above result also demonstrates that it is impractical to directly populate the $X^2\Sigma^+$ Feshbach levels via the $A^2\Pi$ state and higher electronic states must be used.

The $B^2\Sigma^+$ ab initio points are fitted to a double well potential with the lowest vibrational level corresponding to a bound state in the inner well. Above $v = 1$ vibrational levels corresponding to the outer potential well appear and our calculated $v = 2$ level is consequently the lowest level of this potential minimum. The different states can be identified by the change in the rotational constant (from $\approx 1.5 \text{ cm}^{-1}$ to $\approx 0.38 \text{ cm}^{-1}$). The $B^2\Sigma^+$ and $C^2\Sigma^+$ states were calculated with an active orbital space including two additional non-valence $a_1$ orbitals (8220) because of the presence of Rydberg excitations. Ab initio quantum chemistry is less suitable for the Rydberg potentials, although we have expanded the active space to calculate the lowest energy examples. The accuracy achieved is not as strong as for the valence states as can be clearly seen in Table 1 comparing the calculated potentials for the $B^2\Sigma^+$ (valence) and $C^2\Sigma^+$ (Rydberg) states with the experimental data. The present calculations could be improved by using additional diffuse orbitals in the atomic basis sets. Nevertheless, the calculations of the excited $C^2\Sigma^+$ state are both consistent with the experimental results of Novikov and Gurvich and with $X^2\Sigma^+$ and $C^2\Sigma^+$ states belonging to the $\text{e}^2\Sigma^+$ series of Rydberg states. Consequently, the $B^2\Sigma^+$ state is the lowest member of the $\text{p}^2\Sigma^+$ series.

As demonstrated in Fig. 4b, the FC factors from the ground state are negligible to the lowest vibrational states of this outer well. The sharp peaks in the figure correspond to vibronic transitions between the $X^2\Sigma^+$ state and the inner $B^2\Sigma^+$ potential. Clearly for efficient population transfer a large FC factor is desirable and unfortunately excitation from any of the vibrational states populated through the cooling cycle is very small. However, a six-order of magnitude improvement is achieved by starting from the $v = 8$ vibrational level (FC factor $\approx 0.002$) or higher. To transfer population between vibrational levels in the $X^2\Sigma^+$ state a pair of STIRAP pulses are used, though in the illustrated scheme (Fig. 3b) the higher $X^2\Sigma^+$ $v = 14$ level is populated via the excited $D^2\Pi$ $v = 9$ level. To populate a level close to the lowest asymptote, however, we find that the $A$ coefficients reach a maximum (Fig. 4a) around $B^2\Sigma^+$ $v = 45 \rightarrow X^2\Sigma^+$ $v = 64$ despite the fact that the FC factors improve all the way to the highest levels of the $B^2\Sigma^+$ state ($0.1 \text{ for } B^2\Sigma^+ v = 64 \rightarrow X^2\Sigma^+ v = 64$). This reflects the fact that the transition dipole moment falls rapidly with internuclear distance as the atomic transition correlated to these molecular states is spin forbidden ($\text{Be}(^3P) \rightarrow \text{Be}(^1S)$ with an estimated decay rate $8^8$ of just $0.4 \text{ s}^{-1}$). This peak rate is a fairly modest $9.2 \times 10^{-5} \text{ s}^{-1}$. The $A$ coefficients starting from levels in the $D^2\Pi$ state are even smaller, but this time the problem is the poor FC factors, not the transition dipole. We can understand this if we consider that the ion-pair potentials that form the minima of both the $X^2\Sigma^+$ and $A^2\Pi$ states are very similar, thus the vibrational quanta in each state must be similar to maximize the wavefunction overlap.

It should be remembered, however, that it is not the $A$ coefficient that is directly relevant but the $B$ coefficient as STIRAP involves a stimulated, not spontaneous, emission step. The two emission rates are naturally related, though the $B$ coefficient can be defined in a number of slightly different forms. As experimentalists measure irradiance per unit area (typically cm$^{-2}$) rather than unit volume we adopt a modified version of the definition popularised by Herzberg

$$
B_{\psi\psi'}^{\text{Ghze}} = \frac{10^{-3}}{2\pi} B_{\psi\psi'}^{\text{Ghze}} J^{-1} \text{ cm}^2 \text{ (GHz)}
$$

This definition should be more applicable for gas-phase absorption features and pulsed lasers (Table 2). The intensity of the STIRAP pulses is consequently another degree of control over the population transfer. The low transition rate in the final $B^2\Sigma^+ \rightarrow X^2\Sigma^+$ emission step can be ameliorated by using higher laser powers, an undemanding requirement as the transition frequency required lies in the visible region (see Section 4).

### Table 2 Details of the STIRAP dissociation schemes proposed

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Energy ($\text{cm}^{-1}$)</th>
<th>$A$ coefficient ($\text{s}^{-1}$)</th>
<th>FC factor</th>
<th>$B$ coefficient ($J^{-1}$ (GHz) $\text{cm}^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Scheme 1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$D^2\Pi \rightarrow X^2\Sigma^+$</td>
<td>57299</td>
<td>$1.8 \times 10^4$</td>
<td>$3.2 \times 10^{-2}$</td>
<td>$5.9 \times 10^{14}$</td>
</tr>
<tr>
<td>$9 \rightarrow 2$</td>
<td>[174.6]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$D^2\Pi \rightarrow X^2\Sigma^+$</td>
<td>46091</td>
<td>$9.7 \times 10^3$</td>
<td>$1.5 \times 10^{-2}$</td>
<td>$9.2 \times 10^{14}$</td>
</tr>
<tr>
<td>$9 \rightarrow 14$</td>
<td>[217.0]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$B^2\Sigma^+ \rightarrow X^2\Sigma^+$</td>
<td>48590</td>
<td>$1.3 \times 10^3$</td>
<td>$1.8 \times 10^{-2}$</td>
<td>$7.5 \times 10^{14}$</td>
</tr>
<tr>
<td>$45 \rightarrow 14$</td>
<td>[205.8]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$B^2\Sigma^+ \rightarrow X^2\Sigma^+$</td>
<td>17013</td>
<td>$9.2 \times 10^2$</td>
<td>$1.4 \times 10^{-3}$</td>
<td>$6.8 \times 10^{12}$</td>
</tr>
<tr>
<td>$45 \rightarrow 64$</td>
<td>[587.9]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Scheme 2</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$A^2\Pi \rightarrow X^2\Sigma^+$</td>
<td>86370</td>
<td>$5.3 \times 10^4$</td>
<td>$2.8 \times 10^{-2}$</td>
<td>$5.0 \times 10^{14}$</td>
</tr>
<tr>
<td>$27 \rightarrow 2$</td>
<td>[115.8]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$A^2\Pi \rightarrow X^2\Sigma^+$</td>
<td>41552</td>
<td>$6.3 \times 10^4$</td>
<td>$2.6 \times 10^{-3}$</td>
<td>$5.3 \times 10^{14}$</td>
</tr>
<tr>
<td>$27 \rightarrow 64$</td>
<td>[240.7]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Scheme 3</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$A^2\Pi \rightarrow X^2\Sigma^+$</td>
<td>34506</td>
<td>$7 \times 10^6$</td>
<td>$1.9 \times 10^{-1}$</td>
<td>$1.0 \times 10^{16}$</td>
</tr>
<tr>
<td>$3 \rightarrow 2$</td>
<td>[289.8]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$D^2\Pi \rightarrow A^2\Pi$</td>
<td>21110</td>
<td>$1.1 \times 10^6$</td>
<td>$3.0 \times 10^{-2}$</td>
<td>$7.0 \times 10^{15}$</td>
</tr>
<tr>
<td>$6 \rightarrow 3$</td>
<td>[473.7]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$D^2\Pi \rightarrow X^2\Sigma^+$</td>
<td>46670</td>
<td>$8.1 \times 10^6$</td>
<td>$5.1 \times 10^{-2}$</td>
<td>$4.8 \times 10^{15}$</td>
</tr>
<tr>
<td>$6 \rightarrow 10$</td>
<td>[214.0]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$A^2\Pi \rightarrow X^2\Sigma^+$</td>
<td>32837</td>
<td>$2.4 \times 10^6$</td>
<td>$4.0 \times 10^{-4}$</td>
<td>$4.1 \times 10^{15}$</td>
</tr>
<tr>
<td>$10 \rightarrow 10$</td>
<td>[304.5]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$B^2\Sigma^+ \rightarrow A^2\Pi$</td>
<td>20278</td>
<td>$5 \times 10^5$</td>
<td>$7.0 \times 10^{-2}$</td>
<td>$3.6 \times 10^{15}$</td>
</tr>
<tr>
<td>$45 \rightarrow 10$</td>
<td>[493.1]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$B^2\Sigma^+ \rightarrow X^2\Sigma^+$</td>
<td>17013</td>
<td>$9.2 \times 10^2$</td>
<td>$1.4 \times 10^{-3}$</td>
<td>$6.8 \times 10^{12}$</td>
</tr>
<tr>
<td>$45 \rightarrow 64$</td>
<td>[587.9]</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
An alternative STIRAP scheme involving the $4^2\Sigma$ state was also explored to circumvent the relatively weak transition dipole from the vibrational levels close to the $1^3\Pi$ asymptote. To compute this state, a calculation of the lowest four $2^\Pi$ states was conducted using a 7320 active space. At short range the second $2^\Pi$ state is of Rydberg character, while at long range the 4th state is ion-pair in nature. The Rydberg component should have a strong absorption from the ground state but both the unconfirmed $2^\Pi$ states observed by Novikov and Gurvich lie at a rather higher energy. In Fig. 1 and Table 1 we report this $3^2\Pi$ Rydberg potential as a bound state, analogous to the $C^2\Pi$ state in CaF, crossed by the inner wall of the lower ion-pair $2^\Pi$ state. However, the lack of experimental evidence suggests that such a Rydberg potential may be very heavily predissociated, so in the rest of the paper it is treated as forming the inner part of the $D^2\Pi$ state.

The $4^2\Pi$ state correlates to the Be($^1\Pi$) atom product and therefore has a strong electric dipole transition with the ground state even at extended bond lengths. Transitions into $X^2\Sigma^+ \nu = 64$ are strong and increase above $\nu = 45$ but as this transition is already very energetic (118 nm from $X^2\Sigma^+ \nu = 2$) we use this state as a compromise (Fig. 5a). However a major difficulty arises from the high density of Rydberg states crossing this potential that will significantly increase the background coupling when compared to the $B^2\Sigma^+$ state. In Fig. 3 and 5 we have added a pair of schematic Rydberg potentials, based on our calculation for the lowest Rydberg, corresponding to those observed, exclusively to date, by Novikov and Gurvich. It should be noted that a vibrational progression was reported for both states so it appears that the predissociation suffered by these two states was not severe below the Be($^1\Pi$) asymptote. Of more concern is the appearance of the ground potential of the BeF$^+$ ion well below the $4^2\Pi$ state. We have modelled this using our Rydberg potential, the ionization energy of the Be atom and the dissociation energy (5.84 eV) calculated by Ornellas et al. Its presence will strongly reduce the efficiency of the STIRAP process and so the lower energy $B^2\Sigma^+$ state is preferred for population transfer to the asymptote of the $X^2\Sigma^+$ potential.

### 4. Discussion

(a) **Technological requirements**

The STIRAP fragmentation of ultracold BeF replaces the need to produce a high power, continuous wave laser source in the XUV with laser cooling at around 305 nm. Although the favoured STIRAP schemes involve the use of VUV light sources, the need for thousands of such photons for direct Doppler cooling has been replaced by, at most, a pair of laser pulses. In addition, even the shortest wavelength required in the STIRAP scheme here is significantly lower in energy than the F XUV cooling wavelength. Finally, while there is no known technology for the efficient production of a cw laser source in the XUV, the production of nanosecond pulses is possible in this wavelength region. Indeed, highly coherent, nanosecond XUV pulsed lasers have been developed for spectroscopy of atomic species such as He$^{46}$ and molecules such as CO$^{47}$ and N$_2^{48}$ and operate at sub 100 nm wavelengths. These sources are based on sum-frequency generation in an intense beam of gas$^{49}$ such as Xe, but the resulting pulse intensities are very low (0.01 μJ pulse$^{-1}$). A tuneable VUV source operating over the range 110–170 nm has been developed that uses difference frequency generation in a similar arrangement$^{50}$ and is capable of significantly higher pulse energies approaching 1 μJ pulse$^{-1}$.

For efficient STIRAP ultrafast pulses are usually ineffective but pulses of nanosecond duration have been used to demonstrate STIRAP in Ne$^{51}$ atoms and NO$^{52}$ molecules. However, in order to achieve the adiabaticity condition required for complete population transfer, shorter pulses need a higher intensity (in short, a high spectral intensity is necessary). Fortunately, in STIRAP the low power of the excitation pulse...
(PUMP) can be compensated using a more intense de-excitation (Stokes) pulse as the adiabaticity condition to be fulfilled is

$$\sqrt{\Omega_P^2 + \Omega_D^2} \geq \frac{1}{T}$$

(3)

where $T$ is the duration of the pulses and $\Omega_P$ and $\Omega_D$ are Rabi frequencies. Note that in STIRAP the Stokes pulse is actually first and as the required wavelengths lie in the near UV or visible part of the spectrum, pulses with energy 0.1 J and above can be achieved. Still, it is clear that the transfer scheme in Fig. 3b would be at the very extreme of current technology.

Thus far we have specifically considered simple STIRAP schemes that involve either one or two pairs of pulses, but schemes involving additional intermediate levels have been discussed in the literature and these expand greatly the number of possible excitation pathways. Coulston and Bergmann53 investigated four- and five-channel systems and still achieved high population transfer efficiency. One particularly attractive scheme is so-called "straddle STIRAP" proposed by Tannor and co-workers44 which uses a number of intermediate states instead on just one. This would replace the short wavelength $D^3\Pi \leftarrow X^3\Sigma^+$ excitation step in Fig. 3b with a two photon chain, $D^3\Pi \leftarrow A^3\Pi \leftarrow X^3\Sigma^+$, replacing the VUV pulse with 300–500 nm pulses instead (Scheme 3, Table 2 and Fig. 5b). It is now the turn of the intermediate $D^3\Pi \leftarrow A^3\Pi$ pulse to be the most intense but this is clearly easy to achieve with the wavelengths necessary. The minimization of emission loss from the first intermediate $A^3\Pi$ level is important, but due to the strongly diagonal FC factors any population decay will feed back into the laser cooling cycling. The final excitation step can also be replaced with an equivalent $B^3\Sigma^+ \leftarrow A^3\Pi \leftarrow X^3\Sigma^+$ sequence. This would relax the problem of fulfilling the adiabaticity condition above with VUV pulses.

Since the key requirement of the first pulse sequence is to simply populate a high vibrational level of the $X^3\Sigma^+$ state, such as $v''=10$, an alternative method would be to exploit the growing strength of $\Delta \tau = 1$ and $\Delta \nu = 2$ vibrational changes in the $A^3\Pi \leftarrow X^3\Sigma^+$ transition (Fig. 2a) to populate this vibronic state via the chain $X^3\Sigma^+ \leftarrow ^1S \leftarrow 6 \leftarrow 4 \leftarrow 2$. All the required excitation steps would lie in the UV/visible region.

(b) Further issues

The effect of background electronic states on the population transfer is a crucial issue because of the presence of Rydberg states below the excited dissociation limits studied here. Despite the presence of these Rydberg states in the vicinity of the $B^3\Sigma^+$ state, numerous theoretical studies have shown that predissociation of the excited state is not a serious issue because in the STIRAP process the excited state is never actually populated. Kurkal and Rice55 have demonstrated that even for polyatomic molecules population transfer in the presence of off-resonance radiative coupling is insensitive to these background states. Furthermore, it is also possible to transfer into a predissociating state with unity efficiency, even if the process is not strictly adiabatic.56

The exception to this general robustness is the presence of background ionization processes which would be unavoidable for excitation through the $4^3\Pi$ state. Furthermore, an infinite series of Rydberg states will cross the $4^3\Pi$ state at the inner wall as $4^3\Pi$ lies above the $X^1\Sigma^+$ ground state of the BeF$^+$ ion. Indeed, any electronic state above the 1st excited $2^3\Pi$ asymptote could suffer from extremely high decay rates. The presence of these Rydbergs also implies there may only be a small window of $B^3\Sigma^+$ vibrational levels suitable for complete population transfer. Note that the lowest vibrational levels of the two alleged $2^3\Pi$ Rydberg states15 lie above $B^3\Sigma^+$ $\nu = 45$. A lower $B^3\Sigma^+$ vibrational level will suffer less overlap with Rydberg states but at a cost with respect to the final Stokes transition dipole (for example, the $\nu = 41$ level lies 1990 cm$^{-1}$ below $\nu = 45$ but the corresponding $A$-coefficient is a third of the magnitude).

It is therefore worth estimating how many Rydberg states may exist below the $B^3\Sigma^+$ $\nu = 45$ level. The highest Rydberg states we have calculated correspond to the lowest $n = 3$ states of $\Sigma^+$ and $\Pi$ symmetry and lie at lower energy. Such low lying Rydberg states tend to still have a strong valence component. However, the next shell states are more regular in nature which we can demonstrate by calculating the following

$$E_R = \frac{E_{\infty} - E_{n+2}}{Z^2}$$

(4)

for a series of one electron systems such as the alkali atoms and the alkaline earth ions (Table 3). Here $Z$ is the charge on the ionized state, $E_{\infty}$ is the ionization energy, $E_{n+2}$ is the energy of $(n + 2)p$ state and $n$ is the valence shell quantum number. Despite the considerable differences in energies of the individual levels with the exception $H$ ($n = 1$), the calculated energy term $E_R$ lies within a relatively compact energy range, though it falls steadily with increasing valence $n$ as expected. This can then be compared with an equivalent molecular Rydberg state in CaF. Here

$$n^* = n - \mu$$

(5)

where $n^*$ is the reduced principal quantum number. We have chosen $p$ states for all species because the quantum defects $\mu$ of the $p^2\Sigma^+$ states are among the smallest in CaF.45 The resulting value for $E_R$ is much smaller than the equivalent value for Ca$^+$, a result of the additional charge–dipole interaction term in the molecular potentials. Consequently this Rydberg lies closer to the ionized state and strongly suggests that the corresponding $E_R$ for Be$^+$ is also an upper limit for

<table>
<thead>
<tr>
<th>Element</th>
<th>$n$</th>
<th>$E_{\infty}$</th>
<th>$E_{n+2}$</th>
<th>$E_R$</th>
</tr>
</thead>
<tbody>
<tr>
<td>H</td>
<td>1</td>
<td>109 678</td>
<td>97 492</td>
<td>12 186</td>
</tr>
<tr>
<td>Li</td>
<td>2</td>
<td>43 487</td>
<td>36 469</td>
<td>7 018</td>
</tr>
<tr>
<td>Be$^+$</td>
<td>2</td>
<td>146 882</td>
<td>118 760</td>
<td>7 030</td>
</tr>
<tr>
<td>Na</td>
<td>3</td>
<td>41 449</td>
<td>35 040</td>
<td>6 409</td>
</tr>
<tr>
<td>Mg$^+$</td>
<td>3</td>
<td>121 267</td>
<td>97 455</td>
<td>5 953</td>
</tr>
<tr>
<td>K</td>
<td>4</td>
<td>35 009</td>
<td>28 999</td>
<td>6 010</td>
</tr>
<tr>
<td>Ca$^+$</td>
<td>4</td>
<td>95 751</td>
<td>74 484</td>
<td>5 316</td>
</tr>
<tr>
<td>Rb</td>
<td>5</td>
<td>33 690</td>
<td>27 835</td>
<td>5 855</td>
</tr>
<tr>
<td>Sr$^+$</td>
<td>5</td>
<td>88 964</td>
<td>68 645</td>
<td>5 079</td>
</tr>
<tr>
<td>Cs</td>
<td>6</td>
<td>31 406</td>
<td>25 708</td>
<td>5 698</td>
</tr>
<tr>
<td>Ba$^+$</td>
<td>6</td>
<td>80 686</td>
<td>61 339</td>
<td>4 836</td>
</tr>
<tr>
<td>CaF</td>
<td>(4)</td>
<td>46 998</td>
<td>43 826</td>
<td>3 172</td>
</tr>
</tbody>
</table>

* Energy of 5.88$p^2\Sigma^+$ state.
the equivalent Rydberg state of the molecular species BeF. Again using the BeF$^+$ dissociation energy calculated\textsuperscript{27} by
Ornellas \textit{et al.}, our calculated dissociation energy for BeF $X^2\Sigma^+$, the ionization energy of Be and the value of $E_R$ for Be$^+$, we are confident that no Rydberg states higher than $n^* = 3$ exist below $\sim 68\,700\,\text{cm}^{-1}$, more than 5000 $\text{cm}^{-1}$ above B$^2\Sigma^+$ $v = 45$. Consequently, there are a maximum of five missing Rydberg states in Fig. 1 that may predissociate this vibrational level, which should not severely interfere with the STIRAP process.

A further advantage to the proposed scheme involves the elimination of photon recoil heating by the STIRAP sequence. There is no recoil heating effect from STIRAP because there is no spontaneous emission and therefore no dissipation. A momentum kick is inevitable, however, because there is (usually) a mismatch between the frequencies of the pump and dump pulses. This net momentum kick, however, is the same for all the parent molecules and serves to impart an impulse to the centre-of-mass and can be nullified by applying an external field and exploiting the paramagnetic nature of the fluorine atom.

5. Conclusion
We have calculated the low lying electronic states of BeF in order to investigate the possibility of laser cooling the molecule and then using optical pulses to effect a zero-energy fragmentation of the parent. A four colour laser scheme would appear to be effective for cooling. A STIRAP excitation process \textit{via} the B$^2\Sigma^+$ state appears feasible though the transition dipole is small. Higher states are complicated by the presence of short range Rydberg states and the appearance of the ground state of the molecular ion well below the second excited asymptote of the neutral. Although STIRAP is an efficient technique, the production of ultracold parent molecules requires dense clouds of Doppler cooled diatomics and the multiple cooling wavelengths that entails. Crucially, however, the cold atoms formed can be elements that are difficult or impossible to cool with current technology. Thus, it is not a competitor to traditional laser cooling techniques but a technology to be adopted when these methods are inadequate.

A more general observation concerns the need to fulfill the dual requirements of a parent diatomic that can be laser cooled and a molecule that can be subsequently fragmented at the dissociation limit \textit{via} STIRAP. The best laser cooling candidates identified so far\textsuperscript{37} are either ionic compounds or hydrides and the former are characterised by very deep ground state potentials. Consequently, large energy separations need to be bridged, requiring either short wavelength photons or a dual requirements of a parent diatomic that can be laser cooling techniques but a technology to be adopted when these methods are inadequate.
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