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On the weak amenability of $B(X)$

by

A. BILANO (Belfast)

Abstract. We investigate the weak amenability of the Banach algebra $B(X)$ of all bounded linear operators on a Banach space $X$. Sufficient conditions are given for weak amenability of this and other Banach operator algebras with bounded one-sided approximate identities.

1. Introduction. Let $A$ be a Banach algebra and let $\mathfrak{X}$ be a Banach $A$-bimodule. A (bounded) derivation is a (bounded) linear map $D: A \to \mathfrak{X}$ that satisfies the identity

$$D(ab) = D(a) \cdot b + a \cdot D(b) \quad (a, b \in A).$$

Every map from $A$ to $\mathfrak{X}$ of the form $a \mapsto a \cdot x - x \cdot a$ ($a \in A$), where $x \in \mathfrak{X}$ is fixed, is a bounded derivation. Derivations of this form are called inner. The first Hochschild–Johnson cohomology group of $A$ with coefficients in an $A$-bimodule $\mathfrak{X}$, denoted $H^1(A, \mathfrak{X})$, is defined to be the quotient of the space of bounded derivations from $A$ to $\mathfrak{X}$ by the corresponding (sub)space of inner derivations. Thus, triviality of $H^1(A, \mathfrak{X})$ amounts to every continuous derivation from $A$ into $\mathfrak{X}$ being inner.

The topological dual $\mathfrak{X}'$ of a Banach $A$-bimodule $\mathfrak{X}$ is also a Banach $A$-bimodule under the actions

$$(a \cdot f)(x) = f(ax) \quad \text{and} \quad (f \cdot a)(x) = f(ax) \quad (a \in A, x \in \mathfrak{X}, f \in \mathfrak{X}').$$

In particular, $A'$ becomes a Banach $A$-bimodule in this way. A Banach algebra $A$ is said to be weakly amenable if $H^1(A, A') = \{0\}$. The notion of weak amenability was introduced in [BCD] for commutative Banach algebras and extended to the general case in [C2]. For instance, group algebras of locally compact groups, $C^*$-algebras and tensor algebras are all examples of weakly amenable Banach algebras (see [J3], [H] and [DGG], respectively). For further examples see [Da].
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In this paper, we shall be primarily concerned with the weak amenability of the Banach algebra $\mathcal{B}(X)$ of all bounded linear operators on a Banach space $X$. Some remarks on weak amenability of this algebra were made in [DGG], where it was noticed that if $X$ is a reflexive Banach space so that $X \cong \ell_p(X)$ for some $1 < p < \infty$, then an argument similar to the one used in the proof of [W, Proposition 5] shows that the homology groups of $\mathcal{B}(X)$ with coefficients in itself vanish, which in turn, combined with [J1, Corollary 1.3], implies that $\mathcal{H}^n(\mathcal{B}(X), \mathcal{B}(X)') = \{0\} \ (n \in \mathbb{N})$. We give below an elementary version of this argument in the case $n = 1$.

In the opposite direction, one should mention that examples of Banach spaces $X$ for which $\mathcal{B}(X)$ is not weakly amenable have appeared in the literature. For instance, if $\mathcal{R}$ is the Banach space constructed in [R] then $\mathcal{B}(\mathcal{R})$ cannot be weakly amenable as one can easily define non-zero, continuous point derivations on $\mathcal{B}(\mathcal{R})$ (see [DGG, Proposition 1.3]). Another (more tractable) example is the Banach space constructed in [Bl2, Proposition 5.3]. The latter happens to be a reflexive Banach space with an unconditional basis. That the algebra of bounded operators on it is not weakly amenable follows readily from [Bl2, Proposition 5.3] and [DGG, Theorem 5.6].

The question of when $\mathcal{B}(X)$ is weakly amenable was formally raised in [G, Question 22] and it is our view that little progress has been made in the study of this problem since [DGG]. Here, we will give sufficient conditions for weak amenability of $\mathcal{B}(X)$ and other Banach operator algebras with bounded one-sided approximate identities. In the case of $\mathcal{B}(X)$, these conditions will be seen to have an easy interpretation in terms of the geometry of $X$. Moreover, they will be verified in a number of important examples.

To some extent, this work could be seen as a continuation of our earlier research on weak amenability of Banach algebras of approximable operators. Indeed, some of the ideas of this paper will be found to be reminiscences of ideas from [Bl]. Essential to the results of the latter were the facts that the tensor algebra is always weakly amenable and that the continuous finite-rank operators are dense in the tensor algebra and in the algebra of approximable operators on any Banach space. The absence, in general, of a weakly amenable dense subalgebra in $\mathcal{B}(X)$ was one of the main obstacles in extending results from [Bl] to Banach algebras of bounded operators. In this paper, we will follow a slightly different approach which will allow us to overcome this difficulty and, consequently, to make further progress in the study of weak amenability of $\mathcal{B}(X)$. The present work will provide, in addition, a new framework in which to accommodate known results on weak amenability of algebras of approximable operators.

The organization of the paper is as follows. In the next section, we have gathered some notation and terminology that we need. The main result of
the note is proved in Section 3. It is then applied, in Section 4, to establish
the weak amenability of \( \mathcal{B}(X) \) in cases where \( X \) admits a relatively nice
direct sum decomposition. In Section 5, we then look at cases where such a
nice direct sum decomposition is not possible. The main examples considered
in this section are of Tsirelson-like type. Finally, in Section 6, we turn our
attention to algebras of bounded operators acting on finite direct sums of
Banach spaces with \( \ell_p \)-sum decompositions.

2. Some notations and terminology. Throughout, we write \( X' \) for
the topological dual of a normed space \( X \), and given a subset \( S \) of \( X \), we
denote by \([S]\) the closure of its linear span.

By a (topological) direct sum decomposition of a Banach space \( X \) we
mean a sequence \( (X_i) \) of closed subspaces of \( X \) such that every \( x \in X \) can
be represented in a unique way as the sum of a series \( \sum_i x_i \), where \( x_i \in X_i \)
\((i \in \mathbb{N})\). We write this as \( X = \bigoplus_{i=1}^{\infty} X_i \).

Given Banach spaces \( X_1, \ldots, X_n \), we denote by \( X_1 \oplus \cdots \oplus X_n \) (or by \( \bigoplus_{i=1}^{n} X_i \)) the linear space \( X_1 \times \cdots \times X_n \) endowed (unless otherwise specified)
with any norm with respect to which all canonical coordinate projections
and embeddings are continuous. Also, given a Banach space \( X \), we write
\( \ell_p(X) \), \( 1 \leq p \leq \infty \) (resp. \( c_0(X) \)) for the \( \ell_p \)-sum (resp. \( c_0 \)-sum) of infinitely
many copies of \( X \), i.e., the linear space of all sequences \( (x_i) \) in \( X \) so that \( (\|x_i\|) \in \ell_p \) (resp. \( (\|x_i\|) \in c_0 \)), endowed with the norm \( \| (x_i) \| := \| (\|x_i\|) \|_p \)
(resp. \( \| (x_i) \| := \| (\|x_i\|) \|_\infty \)).

If \( X \) and \( Y \) are isomorphic (resp. isometric) normed spaces, we write this
as \( X \simeq Y \) (resp. \( X \cong Y \)), and denote by \( d(X, Y) \) the Banach–Mazur distance
between them, i.e., the infimum of numbers \( \|T\| \|T^{-1}\| \), where \( T : X \to Y \) is a linear isomorphism. The identity operator on a normed space \( X \) is denoted
by \( \text{id}_X \).

Recall that a bounded left (resp. right) approximate identity, b.l.a.i. (resp. b.r.a.i.)
for short, for a Banach algebra \( \mathcal{A} \) is a bounded net \( (e_\alpha) \) in \( \mathcal{A} \) with
the property that \( \lim_\alpha e_\alpha a = a \) (resp. \( \lim_\alpha a e_\alpha = a \)) for every \( a \in \mathcal{A} \).

We call a Banach \( \mathcal{A} \)-bimodule \( \mathcal{X} \) left essential if \( \mathcal{X} = [\mathcal{A}\mathcal{X}] \), where \( \mathcal{A}\mathcal{X} = \{ ax : a \in \mathcal{A}, x \in \mathcal{X} \} \). If \( \mathcal{A} \) has a b.l.a.i. (resp. b.r.a.i.) \( (e_\alpha) \) then, by Cohen’s
factorization theorem, \( \mathcal{X} \) is left (resp. right) essential if and only if \( \lim_\alpha e_\alpha x = x \) (resp. \( \lim_\alpha xe_\alpha = x \)) for every \( x \in \mathcal{X} \).

We denote by \( \mathcal{A}(X) \) the uniform closure in \( \mathcal{B}(X) \) of the ideal \( \mathcal{F}(X) \) of
continuous finite-rank operators on \( X \), and by \( \mathcal{W}(X) \), the ideal of weakly
compact operators on \( X \).

Lastly (though this is not essential), we assume all our normed spaces to
be over the complex field.
In this section we present the main result of the note. We start with a proof of the known fact that if $E$ is a Banach space so that $E \cong \ell_p(E)$ then every derivation from $\mathcal{B}(E)$ into $\mathcal{B}(E)'$ is inner. As indicated in the introduction, the proof is inspired by Wodzicki's ideas ([W]) and it will serve as a motivation for our subsequent results.

We shall need the following.

**Lemma 3.1.** Let $\mathcal{A}$ be a Banach algebra, let $\mathcal{X}$ be a Banach $\mathcal{A}$-bimodule and let $D : \mathcal{A} \to \mathcal{X}'$ be a derivation. Let $e \in \mathcal{A}$ be an idempotent and let $g, h \in \mathcal{A}$ be such that $gh = e$. Define $D_{g,h} : \mathcal{A} \to \mathcal{X}'$ by $D_{g,h}(a) := g \cdot D(hag) \cdot h$ $(a \in \mathcal{A})$. Then for every $a \in e\mathcal{A}e$ and every $y \in e\mathcal{X}e$,

$$\langle y, D(a) \rangle - \langle y, D_{g,h}(a) \rangle = \langle ya - ay, g \cdot D(h) \rangle.$$

**Proof.** Straightforward computations using the fact that $e \cdot D(e) \cdot e = 0$.

**Proposition 3.2.** If $E$ is a Banach space so that either $E \cong \ell_p(E)$ for some $1 \leq p \leq \infty$ or $E \cong c_0(E)$ then $\mathcal{B}(E)$ is weakly amenable.

**Proof.** We give the proof only for the case where $E \cong \ell_p(E)$ for some $1 \leq p \leq \infty$, the case where $E \cong c_0(E)$ being completely analogous.

Let $D : \mathcal{B}(E) \to \mathcal{B}(E)'$ be a continuous derivation and let $\phi : E \to \ell_p(E)$ be a Banach space isomorphism. Define $\tilde{D} : \mathcal{B}(E \oplus \ell_p(E)) \to \mathcal{B}(E \oplus \ell_p(E))'$ by

$$\langle \begin{pmatrix} u_{11} & u_{12} \\ u_{21} & u_{22} \end{pmatrix}, \tilde{D} \begin{pmatrix} v_{11} & v_{12} \\ v_{21} & v_{22} \end{pmatrix} \rangle = \langle u_{11}, D(v_{11}) \rangle + \langle u_{12} \phi, D(\phi^{-1} v_{21}) \rangle + \langle \phi^{-1} u_{21}, D(v_{12} \phi) \rangle + \langle \phi^{-1} u_{22} \phi, D(\phi^{-1} v_{22} \phi) \rangle.$$

One verifies that $\tilde{D}$ is a derivation.

Next, for every $w \in \mathcal{B}(E)$, define

$$\Delta(w) := \begin{pmatrix} w \\ w \\ \ddots \end{pmatrix} \in \mathcal{B}(\ell_p(E)).$$

Let $L$ and $R$ be left and right shifts, respectively, with respect to the direct sum decomposition $E \oplus \ell_p(E)$, so that $LR = \text{id}_{E \oplus \ell_p(E)}$ and

$$R \begin{pmatrix} w \\ \Delta(w) \end{pmatrix} L = \begin{pmatrix} 0 \\ \Delta(w) \end{pmatrix} (w \in \mathcal{B}(E)).$$
Then, by Lemma 3.1, for all \(u\) and \(v\) in \(\mathcal{B}(E)\),
\[
\langle u, D(v) \rangle = \left\langle \left( \begin{array}{c} u \\ \Delta(u) \end{array} \right), \hat{D} \left( \begin{array}{c} v \\ \Delta(v) \end{array} \right) \right\rangle \\
- \left\langle \left( \begin{array}{c} 0 \\ \Delta(u) \end{array} \right), \hat{D} \left( \begin{array}{c} 0 \\ \Delta(v) \end{array} \right) \right\rangle \\
= \left\langle \left( \begin{array}{c} uv - vu \\ \Delta(uv - vu) \end{array} \right), L \cdot \hat{D}(R) \right\rangle.
\]
Letting \(T : \mathcal{B}(E) \to \mathcal{B}(E \oplus \ell_p(E)), v \mapsto (v, \Delta(v))\), and \(\xi = T'(L \cdot \hat{D}(R))\) one readily deduces from the last identity that
\[
\langle u, D(v) \rangle = \langle uv - vu, \xi \rangle = \langle u, v \cdot \xi - \xi \cdot v \rangle \quad (u, v \in \mathcal{B}(E)),
\]
or equivalently, that \(D(v) = v \cdot \xi - \xi \cdot v\) \((v \in \mathcal{B}(E))\), as needed. \(\square\)

As mentioned earlier, some of the ideas behind this proof motivate most of what follows.

Recall that a unital Banach algebra \(\mathcal{A}\) with identity \(e\) is \textit{properly infinite} if there are sequences \((r_i)\) and \((s_i)\) in \(\mathcal{A}\) so that \(r_is_j = \delta_{i,j} e\) \((i, j \in \mathbb{N})\). It is not hard to see that the proof of Proposition 3.2 can be adapted to Banach algebras with this last property, provided the sequences \((r_i)\) and \((s_i)\) are such that

(a) the “diagonal amplification” operator, \(\Delta : \mathcal{A} \to \mathcal{A}, a \to \sum_{i=1}^{\infty} s_i r_i a_i\), is defined, i.e., \(\sum_{i=1}^{\infty} s_i r_i a_i\) converges \((a \in \mathcal{A})\);
(b) both series, \(\sum_{i=1}^{\infty} s_i r_i+1 a_i\) and \(\sum_{i=1}^{\infty} s_i+1 r_i a_i\), converge.

Indeed, one can simply carry out the same argument as above, letting
\[
R = \left( \begin{array}{cc} 0 & 0 \\ s_1 & \sum_{j} s_{j+1} r_j \end{array} \right) \quad \text{and} \quad L = \left( \begin{array}{cc} 0 & r_1 \\ 0 & \sum_{j} s_{j+1} r_{j+1} \end{array} \right).
\]

For the Banach algebra \(\mathcal{B}(X)\), proper infiniteness has an easy interpretation in terms of the geometry of the underlying Banach space. Indeed, it is well known (see for instance [La1, Lemma 1.8]) that \(\mathcal{B}(X)\) is properly infinite if and only if \(X\) admits a cartesian decomposition, i.e., if and only if \(X \simeq X \oplus Y\) for some Banach space \(Y\). Unfortunately, in general, the latter is not enough to ensure that the above conditions are satisfied.

An example of this situation is provided by Tsirelson’s space (see Section 5). The same is probably true for other important examples. For instance, it seems unlikely that one can choose \((r_i)\) and \((s_i)\) to satisfy (a) and (b) for \(X = \ell_p \oplus \ell_q\) \((1 \leq p \neq q < \infty)\) or for every Banach space with a symmetric basis, but we do not have a proof of this. Note, though, that apart from \(c_0\)
and $\ell_p (1 \leq p < \infty)$ there are other Banach spaces with a symmetric basis for which this is possible ([R1]).

To address the above limitations, we shall relax the hypotheses of Proposition 3.2 (and in turn (a) and (b)) in two main ways. First we shall consider Banach algebras with bounded one-sided approximate identities. Second, we shall consider finite diagonal amplifications of the elements of the algebra instead of infinite ones. This last idea was already present in [G1], though it was not fully exploited there. Here, we look at it in more detail.

Let us start with the following.

**Lemma 3.3.** Let $A$ be a Banach algebra and let $e \in A$ be so that there are sequences $(r_n)$ and $(s_n)$ in $A$ satisfying

\[(1) \quad r_m s_n = \delta_{m,n} e \quad (n, m \in \mathbb{N}).\]

Let $X$ be a Banach $A$-bimodule and let $D : A \to X'$ be a derivation. Then, for every $a \in A$ and every $x \in X$,

\[(2) \quad \langle ex, D(ea) \rangle = \langle aex - xea, \varphi_n \rangle + n^{-1} \langle \Delta_n(x), D(\Delta_n(a)) \rangle \quad (n \in \mathbb{N}),\]

where $\varphi_n = n^{-1} \sum_{i=1}^{n} D(r_i) \cdot s_i$, $\Delta_n(x) = \sum_{i=1}^{n} s_i x r_i$ and $\Delta_n(a) = \sum_{i=1}^{n} s_i a r_i$.

**Proof.** Let $e$, $(r_i)$ and $(s_i)$ be as in the hypotheses of the lemma. Let $a \in A$ and $x \in X$ be arbitrary. Then

\[
\langle \Delta_n(x), D(\Delta_n(a)) \rangle \\
= \sum_{i=1}^{n} \langle s_i x r_i, D(s_i a r_i) \rangle \\
= n \langle ex, D(a) \rangle + \sum_{i=1}^{n} (\langle aex, r_i \cdot D(s_i) \rangle + \langle xea, D(r_i) \cdot s_i \rangle) \\
= n \langle ex, D(a) \rangle + n \langle aex, D(e) \rangle + \sum_{i=1}^{n} (\langle xea - aex, D(r_i) \cdot s_i \rangle) \\
= n \langle ex, D(ea) \rangle - n \langle aex - xea, \varphi_n \rangle.
\]

The rest is clear. \square

Now the main result of the note reads as follows.

**Theorem 3.4.** Let $A$ be a Banach algebra with a b.l.a.i. $(e_\alpha)$, let $X$ be a left essential Banach $A$-bimodule, and let $D : A \to X'$ be a bounded derivation. Suppose for each $e_\alpha$ there are sequences $(r_{i,\alpha})$ and $(s_{i,\alpha})$, as in Lemma 3.3, and suppose there is an increasing sequence of positive integers, $(n_k)$, so that

\[(i) \quad \sup_{k,\alpha} \|\varphi_{k,\alpha}\| < \infty, \text{ where } \varphi_{k,\alpha} := n_k^{-1} \sum_{i=1}^{n_k} D(r_{i,\alpha}) \cdot s_{i,\alpha};\]
(ii) there are dense subsets $\mathcal{X}^\circ$ of $\mathcal{X}$ and $\mathcal{A}^\circ$ of $\mathcal{A}$ such that, for every $x \in \mathcal{X}^\circ$ and $a \in \mathcal{A}^\circ$,
$$\lim \lim_{k} n_k^{-1}(\Delta_{n_k,a}(x), D(\Delta_{n_k,a}(a))) = 0,$$
where $\Delta_{n_k,a}(x) := \sum_{i=1}^{n_k} s_i, a, x r_i, a$ and $\Delta_{n_k,a}(a) := \sum_{i=1}^{n_k} s_i, a, a r_i, a$.

Then $D$ is inner.

Proof. Condition (i) implies that, for each $k$, the net $(\varphi_{k,a})$ has a weak-* convergent subnet, $(\varphi_{k,a_j})_{j \in J}$ say ($J$ depending on $k$), with weak-* limit $\Phi_k$ of norm $\leq M := \sup_{k,a} ||\varphi_{k,a}||$. Let $a \in \mathcal{A}^\circ$ and $x \in \mathcal{X}^\circ$ be arbitrary. By Lemma 3.3,
$$\langle e_\alpha x, D(e_\alpha a) \rangle = \langle ae_\alpha x - xe_\alpha a, \varphi_{k,a} \rangle + n_k^{-1} \langle \Delta_{n_k,a}(x), D(\Delta_{n_k,a}(a)) \rangle.$$
Replacing $\alpha$ by $\alpha_j$ in this last identity and taking limits with respect to $j$, one obtains
$$\langle x, D(a) \rangle = \langle ax - xa, \Phi_k \rangle + n_k^{-1} \lim_{j} \langle \Delta_{n_k,a_j}(x), D(\Delta_{n_k,a_j}(a)) \rangle,$$
where we have taken into account the fact that $\mathcal{X}$ is left essential. Next, choose a weak-* convergent subnet $(\Phi_{k_d})_{d \in D}$ of $(\Phi_k)$. Then, replacing $k$ by $k_d$ in (3) and taking limits once more, this time with respect to $d$, one arrives at
$$\langle x, D(a) \rangle = \langle ax - xa, \Phi \rangle + \lim_{d} \lim_{j} n_k^{-1} \langle \Delta_{n_k,a_j}(x), D(\Delta_{n_k,a_j}(a)) \rangle = \langle ax - xa, \Phi \rangle,$$
where $\Phi \in \mathcal{X}'$ denotes the weak-* limit of $(\Phi_{k_d})$ and the second equality follows from condition (ii). The desired result follows readily from this last formula, since $D$ is continuous and $\mathcal{A}^\circ$ and $\mathcal{X}^\circ$ are dense in $\mathcal{A}$ and $\mathcal{X}$, respectively.

Remark 3.5. The hypotheses of Theorem 3.4 can be relaxed as follows. Let $\mathcal{A}$ be a Banach algebra and let $\mathcal{X}$ be a left essential Banach $\mathcal{A}$-bimodule. Suppose there exists a Banach algebra $\mathcal{B}$ that contains $\mathcal{A}$ as a closed subalgebra together with a net $(e_\alpha)$ such that $\lim_{\alpha} e_\alpha a = a (a \in \mathcal{A})$. Let $D : \mathcal{A} \to \mathcal{X}'$ be a bounded derivation which can be lifted to a bounded derivation $\tilde{D} : \mathcal{B} \to \mathcal{Y}'$, where $\mathcal{Y}$ is a Banach $\mathcal{B}$-bimodule containing $\mathcal{X}$ as a closed subspace. Lastly, suppose for each $e_\alpha$ there are sequences $(r_{i,\alpha})$ and $(s_{i,\alpha})$ in $\mathcal{B}$ satisfying (1), and suppose there is an increasing sequence of positive integers so that conditions (i) and (ii) of Theorem 3.4 hold with $\tilde{D}$ in place of $D$. In this situation, one can show, exactly as above, that there exists $\tilde{\Phi} \in \mathcal{Y}'$ such that $D(a) = a \cdot \tilde{\Phi} - \tilde{\Phi} \cdot a (a \in \mathcal{A})$. Then note that the restriction map $\iota' : \mathcal{Y}' \to \mathcal{X}'$ is an $\mathcal{A}$-bimodule homomorphism, so $D(a) = a \cdot \iota'(\tilde{\Phi}) - \iota'(\tilde{\Phi}) \cdot a (a \in \mathcal{A})$, i.e., $D$ is inner. In this note, we will
not make use of this degree of generality. For this reason, we have chosen to present, as our main result, the simpler one given in Theorem 3.4.

Remark 3.6. There is a “right” analogue of Theorem 3.4, which can be easily obtained by replacing $A$ by its opposite $A^{op}$ and passing from bimodules over $A$ to bimodules over $A^{op}$, via the usual functor. We will not use the “right” version in this note, so we leave the details to the reader.

Theorem 3.4 should be compared with [Bl, Proposition 2.2]. Indeed, the main difference between these results lies in the way the averages are taken. One should point out that it was precisely in connection with the averages $n^{-1}(\Delta_{n,\alpha}(u), D(\Delta_{n,\beta}(v)))$ $(u, v \in A)$ that the so-called trace unbounded triples were needed in [Bl], combined with the facts that the tensor algebra is always weakly amenable and that the continuous finite-rank operators are dense in both the tensor algebra and the algebra of approximable operators.

There is one other Banach space property which is defined in terms of direct sum decompositions and which, together with the cartesian decomposition property, has proved useful in the study of automatic continuity of homomorphisms from $B(X)$, namely, the continued bisection property. Recall from [J, Definition 3.1] that a Banach space $X$ is said to have a continued bisection if there is a sequence $(E_n)$ of closed subspaces of $X$ so that $E_1 = X$ and $E_n \simeq E_{n+1} \oplus E_{n+1}$ $(n \in \mathbb{N})$. In view of its similarity with a cartesian decomposition, one might expect the existence of a continued bisection to have some positive implications on the cohomological properties of $B(X)$. However, as the next example shows, the existence of a continued bisection of $X$, even a “bounded” one, i.e., one for which the projection constants of the $E_n$’s are uniformly bounded, is not enough to ensure the weak amenability of $B(X)$.

Example 3.7. It was shown in [Bl] that if $(p_n) \subset ]1, 2]$ and $(k_n) \subset \mathbb{N}$ are strictly increasing sequences such that
\begin{equation}
(4) \quad k_n^{1/p_n-1/2} \geq \varepsilon_n^{-1} \quad \text{and} \quad k_n^{1/p_n+1/2} \leq 2
\end{equation}
for some positive sequence $(\varepsilon_n)$ such that $\sum_n \varepsilon_n < \infty$, then $A(\bigoplus_{n=1}^{\infty} \ell_{p_n}^{k_n})$ is not weakly amenable. The sequences $(p_n)$ and $(k_n)$ are constructed inductively and it is easy to see that one can always choose the $k_n$’s to be powers of 2. On the other hand, if the $k_n$’s are chosen to be powers of 2 then $\ell_2 \oplus (\bigoplus_{n=1}^{\infty} \ell_{p_n}^{k_n})_2$ has a continued bisection. Noting that $\bigoplus_{n=1}^{\infty} \ell_{p_n}^{k_n} \simeq \ell_2 \oplus (\bigoplus_{n=1}^{\infty} \ell_{p_n}^{k_n})_2$, one concludes that $A(\ell_2 \oplus (\bigoplus_{n=1}^{\infty} \ell_{p_n}^{k_n})_2)$ cannot be weakly amenable, and in turn, by [DGG, Theorem 5.6], that $B(\ell_2 \oplus (\bigoplus_{n=1}^{\infty} \ell_{p_n}^{k_n})_2)$ cannot be weakly amenable either.

We should recall, though, that von Neumann algebras of type $\Pi_1$ are weakly amenable, and that any projection in a von Neumann algebra of type
II can be halved, in particular, the identity. This suggests that some positive result should hold for Banach algebras of operators acting on Banach spaces with a continued bisection and without a cartesian decomposition. However, we shall not pursue this problem any further in this paper.

4. First applications. Our first applications of Theorem 3.4 will be to algebras of bounded operators acting on Banach spaces with relatively nice direct sum decompositions. Let us start by fixing some terminology.

A direct sum decomposition $\bigoplus X_i$ of a Banach space $X$ will be called $C$-unconditional if $\|\sum_i \varepsilon_i x_i\| \leq C \|\sum_i x_i\|$ for every sequence $(x_i) \in \prod X_i$ so that $\sum_i x_i$ converges and for every sequence $(\varepsilon_i)$ in $\mathbb{T} := \{ z \in \mathbb{C} : |z| = 1 \}$.

Given a Banach space $X$ with direct sum decomposition $\bigoplus X_i$, we shall say that $\bigoplus X_i$ satisfies a lower (resp. upper) $r$-estimate $(1 \leq r < \infty)$ if there exists a constant $c$ (resp. $C$) so that $(\sum_i \|x_i\|^r)^{1/r} \leq c \|\sum_i x_i\|$ (resp. $\|\sum_i x_i\| \leq C(\sum_i \|x_i\|^r)^{1/r}$) for every eventually zero sequence in $\prod X_i$. Furthermore, we shall say that $\bigoplus X_i$ satisfies a lower (resp. upper) $\infty$-estimate if there is a constant $c$ (resp. $C$) so that $\sup_i \|x_i\| \leq c \|\sum_i x_i\|$ (resp. $\|\sum_i x_i\| \leq C \sup_i \|x_i\|$) for every eventually zero sequence in $\prod X_i$. Clearly, every direct sum decomposition satisfies a lower $\infty$-estimate and an upper $1$-estimate.

**Example 4.1.** Every uniformly convex Banach space $X$ with a sub-symmetric basis has an unconditional direct sum decomposition $\bigoplus X_i$ satisfying an upper (resp. a lower) $r$-estimate, $1 < r < \infty$, and such that $\sup_i d(X_i, X) < \infty$. Indeed, let $(e_k)$ be a sub-symmetric basis for $X$, and let $\{N_1, N_2, \ldots\}$ be an infinite partition of $\mathbb{N}$ into infinite subsets. Then $\bigoplus_{i=1}^\infty X_i$, where $X_i = \{ e_k : k \in N_i \} (i \in \mathbb{N})$, is an unconditional direct sum decomposition for $X$. If $x_1, \ldots, x_n \in X$ are such that $x_i \in X_i$ ($1 \leq i \leq n$) then one can show, exactly as in the proof of Gurariu’s theorem, given in [D, Chapter VIII], that there exists $r > 1$, depending only on the basis constant, and $C = C(r) > 0$ so that $\|\sum_i x_i\| \leq C(\sum_i \|x_i\|^r)^{1/r}$. The existence of a lower estimate is established similarly.

As a first consequence of the results from the previous section we have the following.

**Corollary 4.2.** Let $X$ be a Banach space with a direct sum decomposition $\bigoplus_{i=0}^\infty X_i$ satisfying a lower $p$-estimate for some $p < \infty$ (resp. an upper $q$-estimate for some $q > 1$) and such that $\sup_{i \geq 1} d(X_i, X) < \infty$. Let $\pi_i \in \mathcal{B}(X)$ be the $i$-th coordinate projection corresponding to this decomposition, and let $(r_i)$ and $(s_i)$ be bounded sequences in $\mathcal{B}(X)$ such that $r_is_i = \text{id}_X$ and $s_ir_i = \pi_i (i \in \mathbb{N})$. Then $\mathcal{B}(X)$ is weakly amenable if and only if for every pair $u, v$ in a dense subset of $\mathcal{B}(X)$ and for every continuous derivation
\[ D : \mathcal{B}(X) \to \mathcal{B}(X)' \] one has
\[ n^{-1}(\Delta_n(u), D(\Delta_n(v))) \to 0, \]
where \( \Delta_n(u) := \sum_{i=1}^{n} s_i u r_i \) \((u \in \mathcal{B}(X))\).

In proving the corollary we will make use of the following.

**Lemma 4.3.** Let \( X \) be a Banach space with a direct sum decomposition \( \bigoplus_{i=0}^{\infty} X_i \) satisfying a lower \( p \)-estimate and an upper \( q \)-estimate, and such that \( X_i \approx X \) \((i \in \mathbb{N})\). Let \( (r_i) \) and \( (s_i) \) be sequences in \( \mathcal{B}(X) \) so that, for every \( i \in \mathbb{N} \), \( r_i s_i = \text{id}_X \) and \( s_i r_i \) is the natural projection onto \( X_i \) associated with the decomposition \( \bigoplus_{i=0}^{\infty} X_i \). Then there exists \( M > 0 \) such that
\[
\left\| \sum_{i=1}^{n} s_i u r_i \right\| \leq M n^{1/q - 1/p} \left( \max_{1 \leq i \leq n} \left\| r_i \right\| \left\| s_i \right\| \right) \left\| u \right\| \quad (u \in \mathcal{B}(X), n \in \mathbb{N}).
\]

**Proof.** We give the proof in the case where \( p < \infty \). The cases where \( p = \infty \) and \( 1 \leq q < \infty \), or \( p = \infty \) and \( q = \infty \), are treated in a similar way.

By hypothesis, there exist constants \( c \) and \( C \) such that
\[
c^{-1} \left( \sum_{i} \left\| x_i \right\|^p \right)^{1/p} \leq \left\| \sum_{i} x_i \right\| \leq C \left( \sum_{i} \left\| x_i \right\|^q \right)^{1/q},
\]
for every eventually zero sequence \( (x_i) \in \prod_{i=0}^{\infty} X_i \). Let \( u \in \mathcal{B}(X) \) and \( x \in X \) be arbitrary, and let \( x_i = s_i r_i x \) \((i \in \mathbb{N})\). Then,
\[
\left\| \sum_{i=1}^{n} s_i u r_i x_i \right\| = \left\| \sum_{i=1}^{n} s_i u r_i x_i \right\| \leq C \left( \sum_{i=1}^{n} \left\| s_i u r_i \right\|^q \left\| x_i \right\|^q \right)^{1/q}
\]
\[
\leq C \left( \max_{1 \leq i \leq n} \left\| r_i \right\| \left\| s_i \right\| \right) \left( \sum_{i=1}^{n} \left\| x_i \right\|^q \right)^{1/q} \left\| u \right\|
\]
\[
\leq C \left( \max_{1 \leq i \leq n} \left\| r_i \right\| \left\| s_i \right\| \right) n^{1/q - 1/p} \left( \sum_{i=1}^{n} \left\| x_i \right\|^p \right)^{1/p} \left\| u \right\|
\]
\[
\leq c C n^{1/q - 1/p} \left( \max_{1 \leq i \leq n} \left\| r_i \right\| \left\| s_i \right\| \right) \sum_{i=1}^{n} \left\| x_i \right\| \left\| u \right\|,
\]
from which we conclude the desired inequality with \( M = cC \).

**Proof of Corollary 4.2.** Let \( \mathcal{B}(X) \) be weakly amenable and let \( D : \mathcal{B}(X) \to \mathcal{B}(X)' \) be a continuous derivation, so there exists \( \phi \in \mathcal{B}(X)' \) such that \( \langle u, D(v) \rangle = \langle u, v \cdot \phi - \phi \cdot v \rangle \) for every pair \( u, v \in \mathcal{B}(X) \). Then
\[
\langle \Delta_n(u), D(\Delta_n(v)) \rangle = \left\langle \sum_{i=1}^{n} s_i (uv - vu) r_i, \phi \right\rangle \quad (u, v \in \mathcal{B}(X)).
\]
By the lemma, the right hand side of this last identity is \( o(n) \), whence the desired result.
The opposite implication is an immediate consequence of Theorem 3.4. ■

Remark 4.4. In the last sentence of Corollary 4.2 one can replace $\mathcal{B}(X)$ by any self-induced closed two-sided ideal $\mathcal{I}$ of $\mathcal{B}(X)$. Indeed, the proof that weak amenability of $\mathcal{I}$ implies (5) is the same. As for the opposite implication, one just needs to note that since $\mathcal{I}$ is self-induced, every bounded derivation $D : \mathcal{I} \rightarrow \mathcal{I}'$ can be extended to a bounded derivation $\tilde{D} : \mathcal{B}(X) \rightarrow \mathcal{I}'$ (see [BG, Lemma 2.1]). One can then apply Remark 3.5.

Remark 4.5. If $\mathcal{A}$ is a Banach algebra with a b.l.a.i. $(e_n)$, and $(r_{i,\alpha})$ and $(s_{i,\alpha})$ are sequences as in Theorem 3.4, so that $\sup_{i,\alpha} \|r_{i,\alpha}\| \|s_{i,\alpha}\| < \infty$ and for each $\alpha$ the decomposition $\bigoplus_{i=1}^{\infty} \pi_{i,\alpha}(X)$ satisfies a lower $p$-estimate (resp. an upper $q$-estimate) for some $p < \infty$ (resp. $q > 1$) fixed, then a conclusion similar to that of Corollary 4.2 holds. Namely, $\mathcal{A}$ is weakly amenable if and only if for every pair $u, v$ in a dense subset of $\mathcal{A}$ and for every bounded derivation $D : \mathcal{A} \rightarrow \mathcal{A}'$ one has $\lim_n \lim_{\alpha} n^{-1} \langle \Delta_{n,\alpha}(u), D(\Delta_{n,\alpha}(v)) \rangle = 0$. The proof of this goes along the same lines as that of Corollary 4.2, so we leave the details to the reader.

To what extent is the estimate provided by Lemma 4.3 a sharp one? For instance, if $X = \ell_p \oplus \ell_q$, with $1 \leq q < p < \infty$, it is easy to produce a direct sum decomposition of $X$ satisfying a lower $p$-estimate and an upper $q$-estimate. Indeed, simply take a partition $\{N_i : i \in \mathbb{N}\}$ of $\mathbb{N}$ in which each $N_i$ is an infinite subset, and set $X_i = \{x \in \ell_p : \text{supp } x \subseteq N_i\}$ and $Y_i = \{y \in \ell_q : \text{supp } y \subseteq N_i\}$ ($i \in \mathbb{N}$). Then $\bigoplus_{i=1}^{\infty} (X_i \oplus Y_i)$ is a decomposition of $\ell_p \oplus \ell_q$ with the required properties. One easily verifies that, with respect to this decomposition, the order of growth of $\|\Delta_n\|$ is at most $n^{1/q-1/p}$. However, we do not know whether this estimate is best possible. An interesting fact that one should notice is that, in this case, modulo the compact operators, $(\Delta_n)$ is a bounded sequence.

The following is an immediate consequence of Corollary 4.2.

Corollary 4.6. Let $X$ be a Banach space with a subsymmetric basis $(e_i)$, and suppose $N_1, N_2, \ldots$ is an infinite partition of $\mathbb{N}$ into infinite subsets, so that $\bigoplus_i [e_j : j \in N_i]$ satisfies a lower $p$-estimate and an upper $q$-estimate. If $1/q - 1/p < 1/2$ then $\mathcal{B}(X)$ is weakly amenable.

Proof. Let $(N_i)$ be as in the hypotheses, so $\bigoplus_i [e_j : j \in N_i]$ satisfies a lower $p$-estimate and an upper $q$-estimate. By Lemma 4.3, $\|\Delta_n(u)\| \leq K n^{1/q-1/p} \|u\|$ ($u \in \mathcal{B}(X)$) for some constant $K$ independent of $n$, and so $\langle \Delta_n(u), D(\Delta_n(v)) \rangle = o(n)$ for every bounded derivation $D : \mathcal{B}(X) \rightarrow \mathcal{B}(X)'$. By Corollary 4.2, $\mathcal{B}(X)$ is weakly amenable. ■

The hypotheses of Corollary 4.6 seem to be very restrictive. However, at the moment, we have no evidence in support of this. It would help to know
whether there are Banach spaces $X$ with a symmetric basis for which $\mathcal{B}(X)$ is not weakly amenable.

Regarding derivations into general dual Banach bimodules we have the following.

**Corollary 4.7.** Let $X$ be a Banach space with a direct sum decomposition as in Corollary 4.2, and let $\mathfrak{X}$ be a super-reflexive left essential Banach $\mathcal{B}(X)$-bimodule. Furthermore, let $(r_i)$ and $(s_i)$ also be as in Corollary 4.2. Then a continuous derivation $D : \mathcal{B}(X) \to \mathfrak{X}'$ is inner if and only if for every $u$ in a dense subset of $\mathcal{B}(X)$ and every $x$ in a dense subset of $\mathfrak{X}$ one has

$$n^{-1}(\Delta_n(x), D(\Delta_n(u))) \to 0.$$

**Proof.** Let $\phi \in \mathfrak{X}'$ be arbitrary and let $D : \mathcal{B}(X) \to \mathfrak{X}', u \mapsto u \cdot \phi - \phi \cdot u$. We know that

$$n^{-1}(\Delta_n(x), D(\Delta_n(u))) = n^{-1}(\Delta_n(xu - ux), \phi) \quad (x \in \mathfrak{X}, u \in \mathcal{B}(X)).$$

Suppose $xu \neq ux$ and set $x_i = s_i(xu - ux)r_i \ (i \in \mathbb{N})$. Without loss of generality, we can assume $\|vy\| \leq \|v\|\|y\|$ and $\|vy\| \leq \|y\|\|v\|$ ($y \in \mathfrak{X}, v \in \mathcal{B}(X)$). Then, for any scalar sequence $(\alpha_i)$ and every pair $k, n \in \mathbb{N}$,

$$\left\| \sum_{i=1}^{n} \alpha_i x_i \right\| = \left\| \left( \sum_{j=1}^{n} s_j r_j \right) \left( \sum_{i=1}^{n+k} \alpha_i x_i \right) \right\| \leq C \left\| \left( \sum_{i=1}^{n+k} \alpha_i x_i \right) \right\|,$$

where $C$ is the constant of the decomposition, i.e., $C = \sup_{n} \|\sum_{j=1}^{n} \pi_j\|$. Moreover, if $M = \sup_i \|r_i\|\|s_i\|$ then, for every $i \in \mathbb{N}$, we have

$$\sum_{i=1}^{n+k} \sum_{i=1}^{n} \pi_j = \|\sum_{i=1}^{n+k} \pi_i x_i\| = o(n).$$

Clearly, this is also true if $xu = ux$, so $n^{-1}(\Delta_n(xu - ux), \phi) \to 0$ as $n \to \infty$.

The opposite implication follows immediately from Theorem 3.4.

We notice that all is needed for the above argument to work is that the basic sequence $(x_i)$ should satisfy $\|\sum_{i=1}^{n} x_i\| = o(n)$. Bearing this in mind one obtains the following variation of Corollary 4.7.

**Corollary 4.8.** Let $X$ be a Banach space with an unconditional direct sum decomposition $\bigoplus_{i=0}^{\infty} X_i$ such that $\sup_{i \geq 1} d(X_i, X) < \infty$. Let $(r_i)$ and $(s_i)$ be as in Corollary 4.2, and suppose $\sum_i s_i r_{i+1}$ and $\sum_i s_{i+1} r_i$ are well defined and power bounded. Let $\mathfrak{X}$ be a left essential Banach $\mathcal{B}(X)$-bimodule containing no isomorphic copies of $\ell_1$. Then a continuous derivation $D : \mathcal{B}(X) \to \mathfrak{X}'$ is inner if and only if for every $u$ in a dense subset of $\mathcal{B}(X)$ and every $x$ in a dense subset of $\mathfrak{X}$ one has
\[ n^{-1}\langle \Delta_n(x), D(\Delta_n(u)) \rangle \to 0. \]

Thus, in particular, every continuous derivation from \( \mathcal{B}(\ell_p) \) into a left essential \( \mathcal{B}(\ell_p) \)-bimodule with no subspaces isomorphic to \( \ell_1 \) is inner.

**Proof.** The proof is almost the same as that of Corollary 4.7. One just needs to note that under the present hypotheses, the seminormalized basic sequence \( (x_i) \), defined as in the proof of Corollary 4.7, is unconditional and the left and right shifts with respect to it are power bounded. Indeed, for every sequence \( (\alpha_i) \) in \( \mathbb{C} \), every sequence \( (\varepsilon_i) \) in \( \mathbb{T} \) and every \( n \in \mathbb{N} \) one has
\[
\left\| \sum_{i=1}^{n} \varepsilon_i \alpha_i x_i \right\| = \left\| \left( \sum_{j} \varepsilon_j s_j r_j \right) \left( \sum_{i=1}^{n} \alpha_i x_i \right) \right\| \leq K \left\| \sum_{i=1}^{n} \alpha_i x_i \right\|,
\]
where \( K \) is the unconditional constant of the decomposition, i.e., \( K = \sup_n \left\| \sum_{j} \varepsilon_j \pi_j \right\| \). So, \( (x_i) \) is an unconditional basis. As for the left and right shifts with respect to \( (x_i) \) being power bounded, note that if \( L : [x_i] \to [x_i] \), \( \sum_i \alpha_i x_i \to \sum_i \alpha_i x_i \) and \( R : [x_i] \to [x_i] \), \( \sum_i \alpha_i x_i \to \sum_i \alpha_i x_i \) then, for every \( n \in \mathbb{N} \),
\[
\left\| L^n \left( \sum_{i} \alpha_i x_i \right) \right\| = \left\| \left( \sum_{j} s_j r_j \right)^n \left( \sum_{i} \alpha_i x_i \right) \left( \sum_{k} s_{k+n} r_{k} \right) \right\|
= \left\| \left( \sum_{j} s_j r_{j+1} \right)^n \left( \sum_{i} \alpha_i x_i \right) \left( \sum_{k} s_{k+1} r_{k} \right)^n \right\| \leq N \left\| \sum_{i} \alpha_i x_i \right\|
\]
where \( N = \sup_n \left\| \sum_{j} s_j r_{j+1} \right\| \left\| \left( \sum_{k} s_{k+1} r_{k} \right)^n \right\| \), and likewise,
\[
\left\| R^n \left( \sum_{i} \alpha_i x_i \right) \right\| \leq \left\| \left( \sum_{j} s_j r_{j+1} \right)^n \left( \sum_{i} \alpha_i x_i \right) \left( \sum_{k} s_{k+1} r_{k+1} \right) \right\| \leq N \left\| \sum_{i} \alpha_i x_i \right\|.
\]

Next note that if there were a constant \( c > 0 \) so that \( \left\| \sum_{i=1}^{n} x_i \right\| \geq cn \) for infinitely many values of \( n \), then for such \( n \)'s and for every scalar sequence \( (\alpha_i) \) one would have, letting \( \sigma \) be the cyclic permutation \( (1 \ 2 \ \ldots \ n) \),
\[
c \sum_{i=1}^{n} |\alpha_i| \leq n^{-1} \left\| \sum_{i=1}^{n} \left( \sum_{k=1}^{n-k} |\alpha_{\sigma^k(i)}| \right) x_i \right\|
\]
\[
\leq n^{-1} \sum_{k=1}^{n-k} \left( \left\| \sum_{i=1}^{n-k} |\alpha_{\sigma^k(i)}| x_i \right\| + \left\| \sum_{i=n-k+1}^{n} |\alpha_{\sigma^k(i)}| x_i \right\| \right)
\]
\[
\leq n^{-1} \sum_{k=1}^{n-k} \left( \|L^k(1+C)\left\| \sum_{i=1}^{n-k} |\alpha_i| |x_i| \right\| + \|R^{n-k}|C|\left\| \sum_{i=1}^{n} |\alpha_i| |x_i| \right\| \right)
\]
\[
\leq M \left\| \sum_{i=1}^{n} \alpha_i x_i \right\| \leq M (\sup_i \|x_i\|) \sum_{i=1}^{n} |\alpha_i|,
\]
where \( C \) denotes the basis constant of \( (x_i) \) and \( M = (1 + 2C)KN \).
To finish the proof, simply note that, as no subspace of $\mathcal{X}$ is isomorphic to $\ell_1$, we must have $\|\sum_{i=1}^{n} x_i\| = o(n)$. ■

Remark 4.9. Note that $\sum_i s_i r_{i+1}$ and $\sum_i s_i r_i$, in the statement of Corollary 4.8, can be seen as left and right shifts operators, respectively, with the usual operator-ideal norm. It is well known that $D(\rightarrow J)$ be the operator ideal of all bounded linear operators that factor through $J$ (resp. the natural inclusion of the $\mathcal{K}$).

Of course, there are also analogues of Corollaries 4.7 and 4.8 for right essential bimodules. In this respect, see Remark 3.6 above.

Our next example, the James space, comes to illustrate the fact that the applications of Theorem 3.4 are not restricted to the setting of Banach spaces with a cartesian decomposition. Though we will not need its definition, let us recall that the James space, $\mathfrak{J}$, is defined to be the completion of the linear space of all complex sequences with finite support in the norm $\|\sum_{i=1}^{n} x_i\| = \sup_{n} \left( \sum_{i=1}^{n} |x_i| \right)^{1/2}$.

It is well known that $\mathfrak{J}$ does not admit a cartesian decomposition; however, as another consequence of Theorem 3.4 we have the following.

Corollary 4.10. The Banach algebras $\mathcal{W}(\mathfrak{J})$ and $\mathcal{B}(\mathfrak{J})$ are weakly amenable.

Proof. Let $(e_{\gamma})$ be a bounded left approximate identity for $\mathcal{W}(\mathfrak{J})$ (see [OT, Proposition 2.5]). We show next that for each element $e_{\gamma}$ there are sequences $(r_{i,\gamma})$ and $(s_{i,\gamma})$ in $\mathcal{W}(\mathfrak{J})$ such that the conditions of Theorem 3.4 are satisfied.

Let $(x_i)$ be the unit vector basis of $\mathfrak{J}$, let $J := (\bigoplus_{n=1}^{\infty} [x_i]_{1}^{n})_{\ell_2}$ and let $G_J$ be the operator ideal of all bounded linear operators that factor through $J$, with the usual operator-ideal norm. It is well known that $\mathfrak{J} \approx \mathfrak{J} \oplus \ell_2(J)$ ([Bl, Lemma 3.9]) and that $\mathcal{W}(\mathfrak{J}) = G_J(\mathfrak{J})$ ([La, Theorem 4.3]). Thus, there is $\kappa > 0$ such that for every $w \in \mathcal{W}(\mathfrak{J})$ there are bounded operators, $v : \mathfrak{J} \to J$ and $u : J \to \mathfrak{J}$, satisfying $uv = w$ and $\|u\| \|v\| \leq \kappa \|w\|$. In particular, for every $e_{\gamma}$ there are linear operators $r_{\gamma} : J \to \mathfrak{J}$ and $s_{\gamma} : \mathfrak{J} \to J$ so that $r_{\gamma} s_{\gamma} = e_{\gamma}$ and $\|r_{\gamma}\| \|s_{\gamma}\| \leq \kappa \|e_{\gamma}\|$. Let $\pi_n : \mathfrak{J} \oplus \ell_2(J) \to J$ (resp. $\pi_n : J \to \mathfrak{J} \oplus \ell_2(J)$) be the natural projection onto the $n$th summand of $\ell_2(J)$ (resp. the natural inclusion of the $n$th summand of $\ell_2(J)$ into $\mathfrak{J} \oplus \ell_2(J)$), and let $\phi : \mathfrak{J} \to \mathfrak{J} \oplus \ell_2(J)$ be a Banach space isomorphism. Define $s_{n,\gamma} := \phi^{-1} r_{\gamma} s_{\gamma}$ and $r_{n,\gamma} := r_{\gamma} \pi_n \phi$ $(n \in \mathbb{N})$. One easily verifies that the sequences $(s_{n,\gamma})$ and $(r_{n,\gamma})$ satisfy the conditions of Theorem 3.4 for every bounded derivation $D : \mathcal{W}(\mathfrak{J}) \to \mathcal{W}(\mathfrak{J})'$, so $\mathcal{W}(\mathfrak{J})$ is weakly amenable.

That $\mathcal{B}(\mathfrak{J})$ is also weakly amenable now follows easily from the result of the previous paragraph, the well known fact that $\mathcal{B}(\mathfrak{J}) \simeq \mathcal{W}(\mathfrak{J}) \oplus \mathbb{C}$ and
Weak amenability of $B(X)$

the fact that the unitization of a weakly amenable Banach algebra is weakly amenable ([DGG, Proposition 1.4(ii)]).

Let us say that a Banach space $X$ has the **factorization-norm property** if for every pair $(Y, Z)$ of Banach spaces, the function $\gamma_X : \mathcal{F}(Y, Z) \to \mathbb{R}_+$ defined by

$$\gamma_X(T : Y \to Z) := \inf \{\|R\| \|S\| : RS = T, S : Y \to X \text{ and } R : X \to Z\}$$

is a norm on $\mathcal{F}(Y, Z)$, the space of all continuous finite-rank operators from $Y$ to $Z$ (see [BG1, Section 4]). Now the last corollary can be generalized as follows.

**Corollary 4.11.** Let $X$ be a Banach space with the factorization-norm property and let $Y$ be a Banach space containing a complemented subspace isomorphic either to $\ell_p(X)$ for some $1 \leq p < \infty$ or to $c_0(X)$. If $G_X(Y)$ has a b.l.a.i. (or a b.r.a.i.) then $G_X(Y)$ is weakly amenable.

**Proof.** Except for some obvious modifications the proof is almost the same as that of Corollary 4.10.

Recall that a Banach space $X$ is said to be an $L_p$-space if it contains a net $(X_\alpha)$ of finite-dimensional subspaces, directed by inclusion, whose union is dense in $X$, and such that $\sup_\alpha d(X_\alpha, \ell_p^\text{dim} X_\alpha) < \infty$ ([LP]). We do not know whether or not $B(X)$ is weakly amenable for every $L_p$-space $X$, which happens to be the case for all isomorphism types of $L_p$-spaces that we have knowledge of.

5. **On Tsirelson-like spaces.** In many important examples of Banach spaces, the existence of a cartesian decomposition leads to the existence of a topological direct sum decomposition $\bigoplus_{i=0}^\infty X_i$ with the property that $\sup_1 d(X_1, X) < \infty$. This, however, does not seem to be always the case. For instance, if $T$ is the dual of Tsirelson’s space and $K \geq 1$ then there are no bounded sequences $(r_i)$ and $(s_i)$ in $\mathcal{B}(T)$ such that $r_i s_j = \delta_{i,j} \cdot 1_T (i, j \in \mathbb{N})$ and

$$\|s_i r_i(x)\| \leq K\|(s_i r_i + s_j r_j)(x)\| \quad (i, j \in \mathbb{N}, i < j, x \in T).$$

The proof of this is the same as that of [CS, Prop. X.c.2]. Unfortunately, the latter reference contains a few typos, so we have decided to include the proof here. Let us start by recalling the definition of $T$.

Given finite subsets $E$ and $F$ of $\mathbb{N}$, let us write $E < F$ if $\max E < \min F$. Let $c_00$ denote, as customary, the space of all scalar sequences with finite support, and let $(t_n)$ be the unit vector basis of $c_00$. Given $E \subseteq \mathbb{N}$ and $x = \sum_n \alpha_n t_n \in c_00$, let $Ex = \sum_{n \in E} \alpha_n t_n$. Set $\| \cdot \|_0 := \| \cdot \|_{c_0}$ and for every
$m \geq 0$ define
\[
\|x\|_{m+1} := \max\left\{\|x\|_m, 2^{-1} \max \left\{\sum_{j=1}^{k} \|E_j x\|_m \right\} \right\} \quad (x \in c_{00}),
\]
where the inner maximum is taken over all possible choices of finite subsets $E_1, \ldots, E_k$ of $\mathbb{N}$ so that \{k\} \leq E_1 \leq \cdots \leq E_k$. It can be shown that $\|x\| := \lim_m \|x\|_m$ $(x \in c_{00})$ defines a norm on $c_{00}$. The dual $T$ of Tsirelson's space is then defined to be the completion of $c_{00}$ with respect to this last norm.

Now, to establish the claim, suppose towards a contradiction that there are bounded sequences $(r_i)$ and $(s_i)$ in $\mathcal{B}(T)$ with the required properties. Let $\delta = 1/(4K)$, choose $m$ so that $\|L\| \|L^{-1}\| > \delta^{-1} \sup_n \|r_n\| \|s_n\|$ for every linear operator $L : [t_i]_{i=1}^m \to [t_i]_{i=m}^m$, and choose $n$ big enough so that whenever $x_1, \ldots, x_n$ belong to the unit ball of $[t_i]_{i=1}^m$, there exist $1 \leq i, j \leq n$ such that $\|x_i - x_j\| < \delta$. Then, for some $1 \leq j_0 \leq n$, we must have $\|(\text{id}_T - P_m)x\| \geq \delta \|x\|$ $(x \in X_{j_0} := s_{j_0}P_m(T))$, where $P_m$ denotes the natural projection from $T$ onto $[t_i]_{i=1}^m$. Indeed, if this were not true then for each $1 \leq j \leq n$ there would be a norm-1 vector $x_j \in X_j$ $(= s_jP_m(T))$ so that $\|(\text{id}_T - P_m)x_j\| < \delta$. By our choice of $n$, for some $1 \leq i < j \leq n$ we would have $\|P_m x_i - P_m x_j\| < \delta$, and in turn, from this last and (6),
\[
K^{-1} = K^{-1}\|(s_ir_i)(x_i - x_j)\| = \|(s_{ir_i} + s_jr_j)(x_i - x_j)\| = \|x_i - x_j\|
\leq \|P_m x_i - P_m x_j\| + \|(\text{id}_T - P_m)x_i\| + \|(\text{id}_T - P_m)x_j\| \leq 3\delta,
\]
which is clearly impossible. But then for $L : [t_i]_{i=1}^m \to (\text{id}_T - P_m)X_{j_0}$, $x \mapsto (\text{id}_T - P_m)s_{j_0}x$, we would have $\|L\| \|L^{-1}\| \leq \delta^{-1}\|s_{j_0}\| \|r_{j_0}\|$, contradicting our choice of $m$.

We do not know whether there are bounded sequences $(r_i)$ and $(s_i)$ in $\mathcal{B}(T)$ so that $r_is_j = \delta_{i,j} \text{id}_T$ $(i, j \in \mathbb{N})$. In fact, we do not even know whether the sequences $(r_i)$ and $(s_i)$ can be chosen so that the averages $n^{-1}\sum_{j=1}^n r_is_i$ be uniformly bounded. For this reason, we will follow here a path similar to that of [Bl, Section 5]. We start with the following technical result.

**Lemma 5.1.** Let $\mathcal{A}$ be a Banach algebra, let $e \in \mathcal{A}$ be an idempotent and let $(r_i)$ and $(s_i)$ be sequences in $\mathcal{A}$ such that $r_is_j = \delta_{i,j}e$ $(i, j \in \mathbb{N})$. Suppose, in addition, that $s_ie = s_i$ and $er_i = r_i$ $(i \in \mathbb{N})$. Let $\mathcal{X}$ be a Banach $\mathcal{A}$-bimodule and let $D : \mathcal{A} \to \mathcal{X}'$ be a derivation. Then, for every $\xi \in \mathcal{X}$ and every $n \in \mathbb{N}$, we have
\[
\langle e\xi e, \varphi_{2^n} \rangle = \langle e\xi e, r_1 \cdot D(s_1) \rangle + \sum_{i=0}^{n-1} 2^{-i-1} \left( \sum_{j=1}^{2^i} \gamma_i \right),
\]
where $\gamma_i := (\sum_{j=1}^{2^i} s_j r_{2^i+j}) \cdot D(\sum_{j=1}^{2^i} s_{2^i+j}r_j)$ $(i \in \mathbb{N} \cup \{0\})$.

**Proof.** The proof is by induction on $n$. The case $n = 1$ is easily verified. Suppose the identity has been established for some $n$. Then note that
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\[
\langle \sum_{j=1}^{2^n} s_j \xi r_j, \gamma_n \rangle = \left\langle \sum_{j=1}^{2^n} s_j \xi r_j, \left( \sum_{j=1}^{2^n} s_j r_{2^n+j} \right) \cdot D \left( \sum_{j=1}^{2^n} s_{2^n+j} r_j \right) \right\rangle \\
= \sum_{j=1}^{2^n} \left\langle s_j \xi e, r_{2^n+j} \cdot D(s_{2^n+j} r_j) \right\rangle \\
= \sum_{j=1}^{2^n} \left\langle e \xi r_j, s_j \xi e, D(s_j) \right\rangle \\
= \sum_{j=2^n+1}^{2^n+1} \langle e \xi r_j, D(s_j) \rangle - \sum_{j=1}^{2^n} \langle e \xi r_j, D(s_j) \rangle.
\]
Combining this last with the induction hypothesis, we obtain

\[
\langle e \xi r_1, D(s_1) \rangle + \sum_{i=0}^{n} 2^{-i-1} \left\langle \sum_{j=1}^{2^i} s_j \xi r_j, \gamma_i \right\rangle \\
= \langle e \xi e, \varphi_{2n} \rangle + 2^{-n-1} \left\langle \sum_{j=1}^{2^n} s_j \xi r_j, \gamma_n \right\rangle \\
= 2^{-n} \sum_{j=1}^{2^n} \langle e \xi e, r_j \cdot D(s_j) \rangle - 2^{-n-1} \sum_{j=1}^{2^n} \langle e \xi e, r_j \cdot D(s_j) \rangle \\
+ 2^{-n-1} \sum_{j=2^n+1}^{2^n+1} \langle e \xi e, r_j \cdot D(s_j) \rangle \\
= \langle e \xi e, \varphi_{2n+1} \rangle,
\]
and so the identity holds for $n + 1$ too. ■

**Corollary 5.2.** Let $X$ be a Banach space such that there exist sequences $(r_i)$ and $(s_i)$ in $B(X)$ satisfying $r_is_j = \delta_{i,j} \text{id}_X$ $(i, j \in \mathbb{N})$. Let

\[
\Gamma_n := \left\| \sum_{j=1}^{n} s_j r_{n+j} \right\| \left\| \sum_{j=1}^{n} s_{n+j} r_j \right\| \quad (n \in \mathbb{N}).
\]

If

\[
\| \Delta_2^i(w) \| = o(\sqrt{2^i}) \quad \text{and} \quad \sum_{i=0}^{\infty} \frac{\Gamma_{2^i} \| \Delta_2^i(w) \|}{2^i} < \infty \quad (w \in B(X)),
\]
then $B(X)$ is weakly amenable.
Proof. Let $D : B(X) \to B(X)'$ be a continuous derivation. By Lemma 5.1,\
$$\|\langle w, \varphi_{2^n} \rangle\| \leq \| D \| \| r_1 \| \| s_1 \| \| w \| + \| D \| \sum_{i=0}^{\infty} 2^{-i-1} \| \Delta_{2^i}(w) \| \ (w \in B(X)).$$
Thus, $(\varphi_{2^n})$ is a bounded sequence.

On the other hand,\
$$\|\langle \Delta_{2^i}(v), D(\Delta_{2^i}(w)) \rangle\| \leq \| D \| \| \Delta_{2^i}(v) \| \| \Delta_{2^i}(w) \| = o(2^i) \ (v, w \in B(X)).$$
To finish the proof one just needs to apply Theorem 3.4. •

COROLLARY 5.3. The algebra $B(T)$ is weakly amenable.

Before giving the proof, we need to recall a few basic facts about $T$.

As above, let $(t_i)$ be the unit vector basis of $T$. Then for every $\sum_i \alpha_i t_i \in T$ and every strictly increasing sequence $(n_i)$ of positive integers,

$$(7) \quad \left\| \sum_i \alpha_i t_i \right\| \leq \left\| \sum_i \alpha_i t_{n_i} \right\|.$$

In the opposite direction, there exists a constant $K > 0$ such that

$$(8) \quad \left\| \sum_i \alpha_i t_{2^i} \right\| \leq K \left\| \sum_i \alpha_i t_i \right\| \left( \sum_i \alpha_i t_i \in T \right).$$

If $L$ and $R$ are the left and right shift operators, respectively, with respect to $(t_i)$ then $\| L^n \| = 1$ and $\| R^n \| = O(n^3) \ (n \in \mathbb{N})$ ([Bl, Lemma 5.3]).

We will also need the following.

LEMMA 5.4 ([CS, Proposition V.12]). For any $n \in \mathbb{N}$, let $\{I_n, I_{n+1}, \ldots, I_{n2^n}\}$ be a partition of $\mathbb{N} \cap [n, \infty[$. Set $X_j = \{t_k : k \in I_j\} \ (n \leq j \leq n2^n)$. Then there exists a constant $M$, independent of $n$ and the partition chosen, such that $\| I \| \| I^{-1} \| \leq M$, where $I$ denotes the formal identity map from $[t_k]_{k=n}^\infty$ to $(\bigoplus_{n \leq j \leq n2^n} X_j)_{t_1}.$

Proof of Corollary 5.3. For each $n \in \mathbb{N}$, define $E_n \subset \mathbb{N}$ by $E_n := \{2^k + n : k > \rho(n)\}$, where $\rho(n) = \log_2 n$, and let $X_n := \{t_i : i \in E_n\}$. Note that $X_n \cap X_m = \{0\}$ whenever $n \neq m$. Indeed, it suffices to see that $E_n \cap E_m = \emptyset$ whenever $n \neq m$. For this, suppose towards a contradiction that there are $i > \rho(n)$ and $j > \rho(m)$ so that $2^i + n = 2^j + m$. As $m \neq n$, we must have $i \neq j$. Without loss of generality, suppose $i < j$. Then $\rho(n) < i \Rightarrow n < 2^i \Rightarrow 2^i + n < 2^{i+1} < 2^j + m$, a contradiction.

Next, for every $n \in \mathbb{N}$, define $s_n \in B(T)$ by $s_n(t_i) := t_{2^\rho(n)+i-1+n} \ (i \in \mathbb{N})$, and let $r_n \in B(T)$ be so that $r_n s_n = \text{id}_T$ and $s_n r_n = \pi_n$ is the natural projection onto $X_n$. From (7) and (8) one sees that, for every $x = \sum_i \alpha_i t_i \in T$,$$
\|s_n(x)\| \leq \left\| \sum_i \alpha_i t_{2^\rho(n)+i} \right\| \leq K \left\| \sum_i \alpha_i t_{\rho(n)+i} \right\| \leq K \| R^{\rho(n)} \| \| x \|,$$
so $\|s_n\| = O(\rho(n)^3)$.
Let \( w \in \mathcal{B}(T) \), \( x \in T \) and \( n \in \mathbb{N} \) be arbitrary. Then

\[
\| \Delta_{2^n}(w)(x) \| = \left\| \sum_{k=1}^{2^n} s_k w r_k L^n R^n x_k \right\| \leq \left( \max_k \| s_k \| \right) \| w \| \sum_{k=1}^{2^n} \| R^n x_k \|
\]

\[
\leq \left( \max_k \| s_k \| \right) \| w \| M \| R^n \| \| x \| ,
\]

where \( x_k = \pi_k x \) (\( k \in \mathbb{N} \)) and the second inequality follows from Lemma 5.4. Combining this last with our estimates for \( \| s_n \| \) and \( \| R^n \| \) one readily gets

\[
\| \Delta_{2^n}(w) \| = \left( \max_k \| s_k \| \right) \| w \| M \| R^n \| = O(n^6).
\]

Similarly, one verifies that, for \( n \in \mathbb{N} \),

\[
\left\| \sum_{k=1}^{2^n} s_k r_{2^n+k} \right\| \leq M \max_k \| s_k r_{2^n+k} \| = O(n^3),
\]

\[
\left\| \sum_{k=1}^{2^n} s_{2^n+k} r_k \right\| \leq M \| R^n \| \max_k \| s_{2^n+k} r_k \| = O(n^6).
\]

The desired result then follows as a consequence of Corollary 5.2. \( \blacksquare \)

6. Direct sums. In this final section we present some results on weak amenability of \( \mathcal{B}(X) \) in the case where \( X \) is a finite direct sum of Banach spaces with direct sum decompositions of the kind considered in Section 4. Strictly speaking, these results should not be seen as results on direct sums but rather as further applications of Theorem 3.4. The main result of the section is the following.

**Proposition 6.1.** Let \( X_1 \) and \( X_2 \) be Banach spaces with decompositions \( \bigoplus_{i=0}^{\infty} X_{1,i} \) and \( \bigoplus_{i=0}^{\infty} X_{2,i} \), respectively, such that \( \sup_i d(X_1, X_{1,i}) < \infty \) and \( \sup_i d(X_2, X_{2,i}) < \infty \). Moreover, suppose there are \( 1 < s \leq r < \infty \) so that at least one of the following holds:

1. \( \bigoplus_{i=0}^{\infty} X_{1,i} \) satisfies a lower \( r \)-estimate and an upper \( s \)-estimate, and \( \bigoplus_{i=0}^{\infty} X_{2,i} \) satisfies an upper \( r \)-estimate.
2. \( \bigoplus_{i=0}^{\infty} X_{1,i} \) satisfies a lower \( r \)-estimate and an upper \( s \)-estimate, and \( \bigoplus_{i=0}^{\infty} X_{2,i} \) satisfies a lower \( s \)-estimate.

If \( \mathcal{B}(X_1) \) and \( \mathcal{B}(X_2) \) are weakly amenable then so is \( \mathcal{B}(X_1 \oplus X_2) \).

**Proof.** Let \( \pi_i : X_1 \oplus X_2 \to X_i \) (resp. \( \iota_i : X_i \to X_1 \oplus X_2 \)), \( i = 1, 2 \), stand for the canonical \( i \)th coordinate projection (resp. embedding), and for every \( w \in \mathcal{B}(X_1 \oplus X_2) \), let \( w_{ij} := \pi_i \iota_{ij} \) (\( 1 \leq i, j \leq 2 \)). Also, let \( \pi_{ij} : X_i \to X_{i,j} \) (resp. \( \iota_{ij} : X_{i,j} \to X_i \)), \( i \in \{1, 2\} \), \( j \in \mathbb{N} \), denote the corresponding canonical projection (resp. embedding) with respect to the decomposition \( \bigoplus_{j=0}^{\infty} X_{i,j} \).

Choose bounded sequences \( (r_{i,j})_{j \in \mathbb{N}} \) and \( (s_{i,j})_{j \in \mathbb{N}} \) in \( \mathcal{B}(X_i) \) so that \( r_{i,j} s_{i,k} = \delta_{j,k} \pi_i \iota_i \) and \( s_{i,j} r_{i,j} = \iota_{ij} \pi_i \iota_i \) (\( j, k \in \mathbb{N} \), \( i = 1, 2 \)), and define \( r_j := \iota_1 r_{1,j} \pi_1 + \iota_2 r_{2,j} \pi_2 + \).
Suppose (1) holds, and to fix ideas, suppose that
\[ c_1^{-1} \left( \sum_j \|x_{1,j}\|^r \right)^{1/r} \leq \left\| \sum_j x_{1,j} \right\| \leq C_1 \left( \sum_j \|x_{1,j}\| \right)^{1/s} \]
and
\[ \left\| \sum_j x_{2,j} \right\| \leq C_2 \left( \sum_j \|x_{2,j}\|^r \right)^{1/r}, \]
whenever \((x_{1,j})\) and \((x_{2,j})\) are finite sequences in \(X_1\) and \(X_2\), respectively, so that \(x_{1,j} \in X_{1,j}\) and \(x_{2,j} \in X_{2,j}\) for every \(j\).

Then the decomposition \(\oplus X_{1,j} X_{2,j}\) of \(X_1 \oplus X_2\) satisfies an upper \(s\)-estimate. Indeed,
\[
\left\| \sum_j (x_{1,j}, x_{2,j}) \right\| = \left\| \left( \sum_j x_{1,j}, \sum_j x_{2,j} \right) \right\| \leq \|x_1\| \left\| \sum_j x_{1,j} \right\| + \|x_2\| \left\| \sum_j x_{2,j} \right\|
\leq C_1 \|x_1\| \left( \sum_j \|x_{1,j}\|^r \right)^{1/s} + C_2 \|x_2\| \left( \sum_j \|x_{2,j}\|^r \right)^{1/r}
\leq \left( C_1 \|x_1\| \|\pi_1\| + C_2 \|x_2\| \|\pi_2\| \right) \left( \sum_j \|x_{1,j}\| \|x_{2,j}\| \right)^{1/s}.
\]

Thus, to establish the desired result, it will be enough, by Corollary 4.2, to show that for every pair \(u, v \in B(X_1 \oplus X_2)\) and for every continuous derivation \(D: B(X_1 \oplus X_2) \to B(X_1 \oplus X_2)'\),
\[
\langle \Delta_n(u), D(\Delta_n(v)) \rangle \to 0,
\]
where \(\Delta_n(w) := \sum_{k=1}^n s_k w r_k\) \((w \in B(X_1 \oplus X_2))\). One easily sees that
\[
\langle u, D(v) \rangle = \sum_{i,j} \langle t_i u_{ij} \pi_j, D(t_j v_{ji} \pi_i) \rangle,
\]
and in turn,
\[
\langle \Delta_n(u), D(\Delta_n(v)) \rangle = \sum_k \langle s_k w r_k, D(s_k v r_k) \rangle
= \sum_k \sum_{i,j} \langle t_i \pi_i s_k v r_k t_j \pi_j, D(t_j \pi_j s_k v r_k t_i \pi_i) \rangle
= \sum_{i,j} \langle \Delta_n(t_i u_{ij} \pi_j), D(\Delta_n(t_j v_{ji} \pi_i)) \rangle.
\]

So, in order to establish (9), it suffices to show that
\[
n^{-1} \langle \Delta_n(t_i u_{ij} \pi_j), D(\Delta_n(t_j v_{ji} \pi_i)) \rangle \to 0 \quad (1 \leq i, j \leq 2).
\]
Next note that
\[
\langle \Delta_n(t_iu_{ii}\pi_i), D(\Delta_n(t_iv_{ii}\pi_i)) \rangle = \langle i\Delta_{i,n}(u_{ii})\pi_i, D(i\Delta_{i,n}(v_{ii})\pi_i) \rangle = \langle \Delta_{i,n}(u_{ii}), D_i(\Delta_{i,n}(v_{ii})) \rangle,
\]
where \( \Delta_{i,n} : B(X_i) \to B(X_i) \), \( w = \sum_{k=1}^n s_{i,k} w_{r_{i,k}} \), and \( D_{ii} : B(X_i) \to B(X_i)^\prime \) is defined by \( \langle u, D_{ii}(v) \rangle = \langle u, \pi_i \cdot D(i\pi v_{ii} \cdot \pi_i) \rangle \) \((i = 1, 2)\). One easily verifies that \( D_{ii} \) \((i = 1, 2)\) is a derivation. That \( n^{-1} \langle \Delta_n(t_iu_{ii}\pi_i), D(\Delta_n(t_iv_{ii}\pi_i)) \rangle \to 0 \) \((i = 1, 2)\) now follows immediately from Corollary 4.2, since \( \bigoplus_{k=0}^\infty X_{i,k} \) satisfies an upper \( s \)-estimate and \( B(X_i) \) is weakly amenable.

As for the other two cases, we argue as follows. Let \((x_1, x_2) \in X_1 \oplus X_2\) and \(w \in B(X_1 \oplus X_2)\) be arbitrary. First note that
\[
\|\Delta_n(t_1w_{12}\pi_2)(x_1, x_2)\| \leq \left\| \sum_k t_1 s_{1,k} w_{12} r_{2,k} x_{2,k} \right\| \leq C_1 \|t_1\| \left( \sum_k \|s_{1,k} w_{12} r_{2,k} x_{2,k}\|^{s} \right)^{1/s} \leq C_1 n^{1/s} \|t_1\| (\sup_k \|s_{1,k}\| \|r_{2,k}\|) \sup_k \|w_{12}\| \sup_k \|x_{2,k}\| \leq 2C_1 Cn^{1/s} \|t_1\| \|\pi_2\| (\sup_k \|s_{1,k}\| \|r_{2,k}\|) \|w_{12}\| \|(x_1, x_2)\|,
\]
where \( C \) is the constant of the decomposition \( \bigoplus_{k=0}^\infty X_{2,k} \). So
\[
\|\Delta_n(t_1w_{12}\pi_2)\| \leq Kn^{1/s} \|w_{12}\|
\]
for some constant \( K \) independent of \( w \) and \( n \). Second, \[\|\Delta_n(t_2w_{21}\pi_1)(x_1, x_2)\| \]
\[
\leq \left\| \sum_k t_2 s_{2,k} w_{21} r_{1,k} x_{1,k} \right\| \leq C_2 \|t_2\| \left( \sum_k \|s_{2,k} w_{21} r_{1,k} x_{1,k}\|^{r} \right)^{1/r} \leq C_2 \|t_2\| (\sup_k \|s_{2,k}\| \|r_{1,k}\|) \|w_{21}\| \left( \sum_k \|x_{1,k}\|^{r} \right)^{1/r} \leq C_2 C_1 \|t_2\| \|\pi_1\| (\sup_k \|s_{2,k}\| \|r_{1,k}\|) \|w_{21}\| \|(x_1, x_2)\|. \]
So,
\[
\|\Delta_n(t_2w_{21}\pi_1)\| \leq L \|w_{21}\|,
\]
where \( L \) is a constant independent of \( w \) and \( n \).

Thus, if \( i \neq j \) then, combining the above estimates, one obtains
\[
\|\langle \Delta_n(t_iu_{ij}\pi_j), D(\Delta_n(t_jv_{ij}\pi_i)) \rangle \| \leq KL n^{1/s} \|D\| \|u_{ij}\| \|v_{ij}\| = o(n),
\]
as needed. This concludes the proof in the case where (1) is satisfied.

If (2) is satisfied the proof is very similar, so we will not give it in full detail. In this case, one can show that \( \bigoplus_j (X_{1,j} \oplus X_{2,j}) \) satisfies a
lower \( r \)-estimate. Then, taking into account this last and the fact that \( B(X_i) \) is weakly amenable \((i = 1, 2)\), one can deduce, exactly as above, that \( n^{-1}\{\Delta_n(u_i u_i \pi_i), D(\Delta_n(u_i u_i \pi_i))\} \rightarrow 0 \) as \( n \rightarrow \infty \) \((i = 1, 2)\). Finally, one can find constants \( K_1 \) and \( L_1 \) so that, for every \( w \in B(X_1 \oplus X_2) \),

\[
\|\Delta_n(u_1 w_{12} \pi_2)\| \leq K_1\|w_{12}\| \quad \text{and} \quad \|\Delta_n(u_2 w_{21} \pi_1)\| \leq L_1 n^{(r-1)/r}\|w_{21}\|.
\]

That \( n^{-1}\{\Delta_n(u_i u_i \pi_j), D(\Delta_n(u_i u_i \pi_j))\} \rightarrow 0 \) as \( n \rightarrow \infty \) \((1 \leq i \neq j \leq 2)\) follows readily from these last two inequalities. ■

As a consequence of Proposition 6.1 we have the following.

**Corollary 6.2.** Let \( E_1, \ldots, E_n \) be Banach spaces so that at least one of the following holds:

1. For every \( 1 \leq i \leq n \) there exists \( 1 \leq p_i < \infty \) so that \( E_i \simeq \ell_{p_i}(E_i) \).
2. For every \( 1 \leq i \leq n \) there exists \( 1 < p_i \leq \infty \) so that \( E_i \simeq \ell_{p_i}(E_i) \).

Then \( B(E_1 \oplus \cdots \oplus E_n) \) is weakly amenable.

**Proof.** It will be enough to show that if either \( 1 \leq p_1 < p_{n-1} < \cdots < p_1 < \infty \) or \( 1 < p_1 < \cdots < p_{n-1} < p_n \leq \infty \) then \( B(\ell_{p_1}(E_1) \oplus \cdots \oplus \ell_{p_n}(E_n)) \) is weakly amenable. Note that if \( p_i = p_j \) for some \( 1 \leq i \neq j \leq n \) then \( \ell_{p_i}(E_i) \oplus \ell_{p_j}(E_j) \simeq \ell_{p_i}(E_i + E_j) \).

Let us start by considering the case where \( 1 \leq p_n < p_{n-1} < \cdots < p_1 < \infty \). We argue by induction on \( n \). By Proposition 3.2, the result is true for \( n = 1 \). Let us suppose the result has been established for \( n = k \). We then prove it for \( n = k + 1 \).

Set \( X_1 = \ell_{p_1}(E_1) \oplus \cdots \oplus \ell_{p_k}(E_k) \) and \( X_2 = \ell_{p_{k+1}}(E_{k+1}) \). Moreover, let \( \{N_i : i \in \mathbb{N}\} \) be a partition of \( \mathbb{N} \) into infinite subsets, and let \( X_{l,j} = \{(e_i) \in \ell_{p_l}(E_l) : e_i = 0 \text{ if } i \notin N_j, 1 \leq l \leq n + 1 \). Then \( X_1 = \bigoplus_{l=1}^{k} \left( \bigoplus_{j=1}^{\infty} X_{l,j} \right) \) and \( \bigoplus_{j=1}^{k} X_{l,j} \cong X_1 \ (j \in \mathbb{N}) \). This last decomposition of \( X_1 \) satisfies a lower \( p_l \)-estimate and an upper \( p_k \)-estimate. Indeed, let \( \pi_l : X_1 \rightarrow \ell_{p_l}(E_l) \) (resp. \( u : \ell_{p_l}(E_l) \rightarrow X_1 \), \( 1 \leq l \leq k \)), denote the canonical \( l \)th coordinate projection (resp. embedding). Then

\[
\left( \sum_j \|x_{1,j}, \ldots, x_{k,j}\|^{p_1} \right)^{1/p_1} \leq \left( \sum_j \left( \sum_{l=1}^{k} \|u_l\| \|x_{l,j}\| \right)^{p_1} \right)^{1/p_1} \leq \sum_{l=1}^{k} \|u_l\| \left( \sum_j \|x_{l,j}\|^{p_1} \right)^{1/p_1} \leq M \left( \sum_j \|x_{1,j}, \ldots, x_{k,j}\| \right)
\]

for some \( M > 0 \). This concludes the proof.


and
\[
\left\| \sum_j (x_{1,j}, \ldots, x_{k,j}) \right\| \\
\leq \left\| \left( \sum_j x_{1,j}, \ldots, \sum_j x_{k,j} \right) \right\| \leq \sum_{l=1}^k \|u_l\| \left( \sum_j \|x_{l,j}\|^{p_l} \right)^{1/p_l} \\
\leq M \left( \sum_j \|(x_{1,j}, \ldots, x_{k,j})\|^{p_k} \right)^{1/p_k},
\]
where \( M = \sum_{l=1}^k \|u_l\| \|-\| \). Also, it is easy to see that \( \bigoplus_{j=1}^\infty X_{k+1,j} \) satisfies a lower \( p_k \)-estimate, so condition (2) of Proposition 6.1 holds. As \( \mathcal{B}(\ell_{p_{k+1}}(E_{k+1})) \) is weakly amenable and, by the induction hypothesis, \( \mathcal{B}(X_1) \) is weakly amenable too, we can apply Proposition 6.1 to conclude that \( \mathcal{B}(X_1 \oplus \ell_{p_{k+1}}(E_{k+1})) \) is weakly amenable.

If \( 1 < p_1 < \cdots < p_n \leq \infty \) then one can argue in almost the same way as in the previous paragraph. We only need to note that, in the induction argument, if one defines \( X_1, X_2, \bigoplus_j X_{1,j} \) and \( \bigoplus_j X_{2,j} \) exactly as we did before, then \( \bigoplus_j X_{1,j} \) satisfies a lower \( p_k \)-estimate and an upper \( p_1 \)-estimate, and \( \bigoplus_j X_{2,j} \) satisfies an upper \( p_k \)-estimate, i.e., (1) of Proposition 6.1 is satisfied instead of (2). The rest of the argument remains the same.

COROLLARY 6.3. The algebra \( \mathcal{B}(\ell_{p_1} \oplus \cdots \oplus \ell_{p_n}) \), where \( 1 \leq p_1, \ldots, p_n \leq \infty \) (resp. \( 1 < p_1, \ldots, p_n \leq \infty \)), is weakly amenable.

Proof. This is an immediate consequence of the previous corollary.

REMARK 6.4. The strict inequality in the hypotheses of Corollary 6.3 is not an essential requirement. However, the extreme cases need to be handled differently. Let us show, for instance, that \( \mathcal{B}(c_0 \oplus \ell_1) \) is weakly amenable. For this, let \( C(X) \) denote the quotient \( \mathcal{B}(X)/\mathcal{A}(X) \). By Pitt’s theorem, \( C(c_0 \oplus \ell_1) \) can be represented as a unital algebra of \( 2 \times 2 \) upper triangular matrices, with diagonal entries coming from the unital Banach algebras \( C(c_0) \) and \( C(\ell_1) \). As \( C(c_0) \) and \( C(\ell_1) \) are weakly amenable, so is \( C(c_0 \oplus \ell_1) \), by [Ly, Proposition 2.11]. Then, as \( \mathcal{A}(c_0 \oplus \ell_1) \) is weakly amenable ([BI2, Corollary 3.8]) and \( C(c_0 \oplus \ell_1) \) is weakly amenable, \( \mathcal{B}(c_0 \oplus \ell_1) \) is weakly amenable too (see [LW, Proposition 5.5]).

Unfortunately, the conditions of Corollary 6.1 are not conditions that one can verify separately for each summand (as in [BI2, Theorem 3.6], for instance), and we have not been able to make much progress in this direction. We thus finish this note with the following question.

Suppose \( \mathcal{B}(X) \) and \( \mathcal{B}(Y) \) are weakly amenable. Is \( \mathcal{B}(X \oplus Y) \) weakly amenable?
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