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Abstract—How can applications be deployed on the cloud to achieve maximum performance? This question is challenging to address with the availability of a wide variety of cloud Virtual Machines (VMs) with different performance capabilities. The research reported in this paper addresses the above question by proposing a six-step benchmarking methodology in which a user provides a set of weights that indicate how important memory, local communication, computation and storage related operations are to an application. The user can either provide a set of four abstract weights or eight fine-grain weights based on the knowledge of the application. The weights along with benchmarking data collected from the cloud are used to generate a set of two rankings—one based only on the performance of the VMs and the other takes both performance and costs into account. The rankings are validated on three case study applications using two validation techniques. The case studies on a set of experimental VMs highlight that maximum performance can be achieved by the three top ranked VMs and maximum performance in a cost-effective manner is achieved by at least one of the top three ranked VMs produced by the methodology.
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1 INTRODUCTION

The cloud computing marketplace offers a wide variety of on-demand resources with a wide range of performance capabilities. This makes it challenging for a user to make an informed choice as to which Virtual Machines (VMs) need to be selected in order to deploy an application to achieve maximum performance. Often it is the case that users deploy applications on an ad hoc basis, without understanding which VMs can provide maximum performance. This can result in the application underperforming on the cloud and consequently increasing running costs. This paper aims to address the above problem.

The above problem is addressed by benchmarking to measure the performance of computing resources [1], [2], which is employed on the cloud [3], [4], [5]. Typically, cloud benchmarking is performed independently of the application that needs to be deployed, and does not consider bespoke requirements an application might have. Our research advances the state-of-the-art by proposing an application-aware benchmarking methodology that accounts for the requirements of the applications.

We hypothesise that by taking into account the requirements of an application, along with benchmarking data collected from the cloud, VMs can be ranked in order of performance and cost effectiveness so that a user can deploy an application on a cloud VM, which will maximise performance. In this paper, the focus is on scientific High-Performance Computing (HPC) applications and maximum performance is defined as the minimum execution time of an application. Our motivation for choosing scientific applications is that the cloud is becoming an alternate computing platform to do HPC without owning supercomputers [6], [7]. However, on the cloud, applications will need to use a pay-as-you-go model for running on cloud VMs that share physical nodes with other applications. This is in contrast to grants and quotas which are available for utilising tightly coupled nodes of supercomputers which are less likely to be shared with other applications. Deploying long running applications in an ad hoc manner on the cloud will result in underperformance and increased running costs. In this context, a method to determine cloud VMs that can maximise the performance of the application before it is deployed is required given the wide variety of choices offered by providers to do HPC on the cloud.

We present a six-step benchmarking methodology in order to determine the VMs that can maximise the performance of scientific applications on the cloud. A user provides as input a set of weights that describe the memory and process, local communication, computation, and storage requirements of the scientific application to be deployed on the cloud. These requirements are mapped onto a set of four aggregate groups or eight fine-grain groups that capture the memory and process, local communication, computation, and storage attributes of the VMs. The groups are obtained by benchmarking the cloud VMs. Based on the user’s knowledge of the application (developers and domain experts are well acquainted with their applications), either a set of four abstract weights or eight fine-grain weights are provided as input. The value of each weight ranges from 0 to 5, where 0 signifies...
that the memory and process, local communication, computation, or storage groups represented by the weight has no relevance to the application, and 5 indicates that the group is important to the application for achieving maximum performance. These weights along with the benchmarked data are used to generate rankings that take performance and cost into account.

For the purposes of verifying our hypothesis, the methodology is validated on three scientific HPC applications; the first is used in financial risk, the second employed in molecular dynamics, and the third as a mathematical solver. The memory and process, local communication, computation and storage requirements of these applications are known beforehand. The applications are embarrassingly parallel and in this research we parallelise them on the multiple cores of a single VM. Two techniques, namely comparative validation and enumeration-based validation are used to validate the rankings produced by the methodology. The validation study demonstrates that the methodology can select cloud VMs that maximise the performance of the application. If such a methodology is not adopted, the application will result in higher running costs. The contributions of this paper are the development of a benchmarking methodology for selecting VMs that maximises the performance of scientific applications on the cloud, and the validation of the methodology against real world applications.

The remainder of this paper is organised as follows. Section 2 presents the cloud benchmarking methodology proposed in this paper for maximising an application’s performance on the cloud. Section 3 considers the Amazon Elastic Compute Cloud (EC2) VMs employed in this paper. Section 4 presents the benchmarks used in the methodology. Section 5 presents the aggregate and fine-grain cloud rankings generated by the methodology for different weights. Section 6 considers three case studies to validate the cloud benchmarking methodology. Section 7 presents a discussion on the work related to the research presented in this paper. Section 8 concludes this paper.

2 CLOUD BENCHMARKING METHODOLOGY

A six step cloud benchmarking methodology that determines which cloud Virtual Machines (VMs) can maximise application performance on the cloud is proposed. The six steps are: (1) capture attributes of cloud VMs, (2) group attributes of cloud VMs, (3) benchmark cloud VMs, (4) normalise attribute groups, (5) provide weights to groups, and (6) rank cloud VMs. Only the last two steps are necessary to be performed for each application deployment on the cloud. The first four steps are performed infrequently (only if the underlying infrastructure has changed in a private cloud or periodically for a public cloud).

Individual attributes of cloud VMs are firstly evaluated and then grouped together. The user provides a set of weights (or the order of importance) for the groups based on the knowledge of the requirements of the application to be deployed on the cloud. The weights along with the attributes of the group for each VM are used to generate a score resulting in a VM rank. Two sets of ranks are generated; the first ranking is solely based on the performance of the VMs and the second ranking considers both performance and cost. We hypothesise from the first set of ranks that the VMs with the highest ranks can maximise application performance on the cloud, and the highest ranks from the second set can maximise application performance in a cost-effective manner.

Given \( i = 1, 2, \ldots, m \) different VMs, the cloud benchmarking methodology we propose is as follows:

**Step 1: Capture Attributes**

The attributes of a VM that describes it are firstly selected based on experience with VMs and physical machines. For example, (a) attributes such as the number of integer, float and double addition, multiplication and division operations that can be performed in one second on a VM can describe its computational capacity, or (b) attributes such as the number of sequential and random read, write and delete operations that can be performed in one second on the storage of a VM can describe its file I/O. Assume that there are \( j = 1, 2, \ldots, n \) attributes of a VM. Then, \( r_{i,j} \) is the value associated with the \( j^{th} \) attribute on the \( i^{th} \) VM.

**Step 2: Group Attributes**

The attributes of the VM are then grouped into categories based on whether they are related to memory and process, local communication, computation or storage. For example, (a) attributes such as the bandwidth of memory read and write operations and of communication using pipes, AF Unix socket and TCF are grouped together as the local communication group, or (b) attributes related to the latencies of the main and random access memory and the L1 and L2 cache can be grouped as the memory group. Each attribute group is denoted as \( G_{i,k} = \{ r_{i,1}, r_{i,2}, \ldots \} \), where \( i = 1, 2, \ldots, m \), \( k = 1, 2, \ldots, p \), and \( p \) is the number of attribute groups.

**Step 3: Benchmark Virtual Machines**

Based on the attribute groups a set of benchmarks are evaluated on all potential cloud VMs. The benchmarks evaluate the attributes of the cloud VMs as closely as possible to the underlying hardware employed [2], [8], [9]. The benchmarks are grouped as memory and process, local communication, computation and storage evaluation groups, based on Step 2. Standard benchmark tools are run on the cloud VM or on an observer system collecting the results. The focus is on evaluating attributes that are closer to the
hardware, such as frequencies (number of operations in a second) latencies (micro seconds or nano seconds) and bandwidths (Megabytes per second). The value of each attribute, \( r_{i,j} \), is obtained in this step.

**Step 4: Normalise Groups**

The value of the attributes are normalised to rank the performance of VMs for an attribute group. The group based rank can provide a view of the relative performance of the VM under each group. For example, a VM that is well ranked in the memory group may poorly perform in the storage group. The normalised value \([10]\) of each attribute \( \tilde{r}_{i,j} = \frac{r_{i,j} - \mu_j}{\sigma_j} \), where \( \mu_j \) is the mean value of attribute \( r_{i,j} \) over \( m \) VMs (the mean value is the sum of all values of an attribute for \( m \) VMs and dividing that sum by \( m \)) and \( \sigma_j \) is the standard deviation of the attribute \( r_{i,j} \) over \( m \) VMs (the standard deviation is the sum of the squares of the difference between the value of each attribute and mean for \( m \) VMs and dividing that sum by \( m \)). The resultant normalised attribute group, is denoted as \( \tilde{G}_{i,k} = \{\tilde{r}_{i,1}, \tilde{r}_{i,2}, \ldots\} \), where \( i = 1, 2, \ldots m, k = 1, 2, \ldots, p \), and \( p \) is the number of attribute groups.

**Step 5: Weight Groups**

For a given application, some attribute groups may be more important than the others. This is known to domain experts and application developers who are familiar with the application. For example, (a) a financial risk simulation for computing Value-at-Risk and ingests 2 GB of data may not have large storage related requirements but will need efficient computation and large I/O bandwidth between the processor and memory, hence, having a greater weight for the local communication group or (b) for a simulation requiring 500 Gigabyte space, the storage group is relevant. To capture this, after normalising, a weight for each attribute group is provided by the user, which is defined as \( W_k \). In this paper, \( W_k \) can take values from 0 to 5, where 0 indicates that the group has no relevance for that application and 5 indicates that the group has the highest importance for the application.

**Step 6: Rank Virtual Machines**

The score of each VM is calculated as \( S_i = \tilde{G}_{i,k} \cdot W_k = \sum_{i=1}^{max} \tilde{r}_{i,v} \cdot W_k \), where \( max \) is the number of attributes in the attribute group. For attributes in the group where a higher value should denote a higher score, for example bandwidth or frequency, the weight used is \( W_k \). On the other hand when a lower value should denote a higher score, for example latency, the weight used is \(-W_k\).

The scores are ordered in a descending order for generating \( R_{pi} \), which is the ranking of the VMs based solely on performance. The performance ranks are used in one of the validation techniques presented in Section 6.2.

An additional ranking of the VMs, \( R_{ci} \), based on both performance and costs is generated. To obtain this rank, \( C_i/S_i \) are ordered in ascending order, where \( C_i \) is the cost in $/hour of the VM. The motivation for including costs in the methodology is determining the highest value-for-money VMs instead of merely finding the best performing VMs.

### 3 Cloud Virtual Machines

The Amazon Elastic Compute Cloud (EC2) platform is chosen since it is publicly available and offers a variety of VMs with different performance capabilities. Different categories of previous generation EC2 VMs, referred to as instances, are offered as general purpose, memory optimised, cluster compute optimised, storage optimised, and GPU instances. Table 1 shows the specification of the underlying hardware of the instances which are used for benchmarking (instances with more than 15 GiB are chosen to facilitate smooth running of the case study applications). The region and availability zones of the instances are US East N. Virginia (us-east-1) and US West Oregon (us-west-2).

<table>
<thead>
<tr>
<th>Instance Type</th>
<th>Virtual Mem. (GiB)</th>
<th>Processor</th>
<th>Clock Speed (GHz)</th>
<th>Cost/Hr ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>m1.xlarge</td>
<td>15.0</td>
<td>Intel Xeon E5-2650</td>
<td>2.00</td>
<td>0.480</td>
</tr>
<tr>
<td>m2.xlarge</td>
<td>17.1</td>
<td>Intel Xeon E5-2665</td>
<td>2.40</td>
<td>0.410</td>
</tr>
<tr>
<td>m2.2xlarge</td>
<td>34.2</td>
<td>Intel Xeon E5-2665</td>
<td>2.40</td>
<td>0.820</td>
</tr>
<tr>
<td>m4.xlarge</td>
<td>68.4</td>
<td>Intel Xeon E5-2665</td>
<td>2.40</td>
<td>1.640</td>
</tr>
<tr>
<td>m3.xlarge</td>
<td>15.0</td>
<td>Intel Xeon E5-2670</td>
<td>2.60</td>
<td>0.500</td>
</tr>
<tr>
<td>m3.2xlarge</td>
<td>30.0</td>
<td>Intel Xeon E5-2670</td>
<td>2.60</td>
<td>1.000</td>
</tr>
<tr>
<td>h1.4xlarge</td>
<td>60.5</td>
<td>Intel Xeon E5-2620</td>
<td>2.40</td>
<td>3.900</td>
</tr>
<tr>
<td>h1.6xlarge</td>
<td>117.0</td>
<td>Intel Xeon E5-2620</td>
<td>2.00</td>
<td>4.600</td>
</tr>
<tr>
<td>c1.4xlarge</td>
<td>23.0</td>
<td>Intel Xeon X5670</td>
<td>2.93</td>
<td>1.300</td>
</tr>
<tr>
<td>c1.6xlarge</td>
<td>60.5</td>
<td>Intel Xeon X5670</td>
<td>2.93</td>
<td>2.400</td>
</tr>
<tr>
<td>cr1.4xlarge</td>
<td>244.0</td>
<td>Intel Xeon E5-2670</td>
<td>2.60</td>
<td>3.900</td>
</tr>
</tbody>
</table>

The general purpose instances are \( m1 \) and \( m3 \) instances, the memory optimised instances are \( m2 \) and \( cr1 \) instances, the compute optimised instances are \( c1 \) and \( cc2 \) and the storage optimised instances are \( h11 \) and \( hsl \). All instances are abstracted over their respective processors. Each virtual CPU (vCPU) of the \( m3 \), \( cr1 \) and \( cc2 \) instances is a hyperthread on a core of the underlying processor.

### 4 Cloud Benchmarks

The experimental setup for obtaining the attributes of VMs by benchmarking and then grouping them are presented in this section. The attributes \( r_{i,j} \) of Step 3 in Section 6.2 are obtained and then grouped to obtain \( G_{i,k} \).

4.1 Setup

Three tools, namely bonnie++, lmbench and sysbench are employed for benchmarking. The bonnie++ tool is used for file system benchmarks. The time and latency for reading data from file and writing data to file, sequential and random create, read and write operations, and number of seeks performed in a second can be benchmarked.

The lmbench tool provides latency and bandwidth information on top of a wide range of memory and process related information [19]. Context switching times and VMs latencies are also obtained from this tool.

The sysbench tool, commonly referred to as the Multi-threaded System Evaluation Benchmark, is also used for obtaining benchmark metrics related to the CPU and the file I/O performance. It is popular for understanding a system under data intensive loads.

All experiments to gather the benchmark metrics considered in the following section were performed eight times consecutively during a seven week period in September and October 2013. The instances with over 23 GiB memory could not be easily benchmarked. This is because file sizes used for benchmarking need to be at least twice as large as the memory to avoid caching of the file in memory which produces incorrect benchmark metrics. For this reason the size of the files used for benchmarking were up to 750 GiB nearly times the size of the highest memory for bonnie++ and sysbench to obtain more accurate results. A number of instances cannot accommodate large files due to the limited storage available. Additional Amazon Elastic Block Storage (EBS) volumes had to be attached to the instances to successfully benchmark the instances.

Table 2 shows the time and costs incurred for running the benchmarks on different VMs. This highlights the overhead not only on the time spent for obtaining the benchmarks but also on the total costs for using the resources, including the instances and storage.

4.2 Attributes and Groups

Two groupings are used to combine the attributes gathered from the cloud. The first provides an aggregated view of the attributes, whereas the second provides a more detailed view of the benchmarks as shown in Table 3. The aggregate set $G_{agg}$ comprises four groups, denoted as $G_{agg} = \{G_1, G_2, G_3, G_4\}$.

The fine grain set $G_{sub}$, in which each aggregate group is decomposed into two sub-groups, is denoted as $G_{sub} = \{G_{1,1}, G_{1,2}, G_{2,1}, G_{2,2}, G_{3,1}, G_{3,2}, G_{4,1}, G_{4,2}\}$. Figure 1 shows the values obtained for a set of sample attributes. A low value of latencies and operation time and a high value of bandwidth and operations in one second indicates good performance of a VM.

4.2.1 Memory and Process Group

This group, denoted as $G_1$ captures the performance and latencies of the memory and process related operations. The L1 and L2 cache latencies of the instances are shown in Figure 1(a) and the main memory and random memory latencies of the instances are shown in Figure 1(b).

Context switching is computationally expensive and with tens or hundreds of switches per second a substantial cost is added to the processor. The latencies for context switching 2, 8 and 16 processes with 16 and 64 kilobyte sizes are shown in Figure 1(c). (For example, in the figure, 2 process / 64K indicates that the latency of context switching two processes is noted and the size of each process is 64K).

The aggregate group is divided into $G_{1,1}$ and $G_{1,2}$ sub-groups that capture all the process latencies and memory latencies respectively.

4.2.2 Local Communication Group

The bandwidth of both memory and interprocess communications are captured under the local communication group, denoted as $G_2$. Figure 1(d) shows

<table>
<thead>
<tr>
<th>Group</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G_1$</td>
<td>Memory and process</td>
</tr>
<tr>
<td>$G_{1,1}$</td>
<td>Process latency</td>
</tr>
<tr>
<td>$G_{1,2}$</td>
<td>Memory latency</td>
</tr>
<tr>
<td>$G_2$</td>
<td>Local communication</td>
</tr>
<tr>
<td>$G_{2,1}$</td>
<td>Local communication latency</td>
</tr>
<tr>
<td>$G_{2,2}$</td>
<td>Local communication bandwidth</td>
</tr>
<tr>
<td>$G_3$</td>
<td>Memory latency</td>
</tr>
<tr>
<td>$G_{3,1}$</td>
<td>Integer operations</td>
</tr>
<tr>
<td>$G_{3,2}$</td>
<td>Floating point operations</td>
</tr>
<tr>
<td>$G_4$</td>
<td>Storage</td>
</tr>
<tr>
<td>$G_{4,1}$</td>
<td>File I/O bandwidth</td>
</tr>
<tr>
<td>$G_{4,2}$</td>
<td>File I/O frequency</td>
</tr>
</tbody>
</table>

memory communication metrics, namely the rate (MB/sec) at which data can be read from and written to memory, and interprocess communication metrics, namely the rate of data transfer between pipes and sockets.

The latencies in local communication are grouped as $G_{2,1}$ and the associated bandwidth under $G_{2,2}$.

4.2.3 Computation Group

The attributes captured in this group, denoted as $G_3$, are for benchmarking the performance of integer, single precision and double precision float operations such as addition and multiplication (refer Figure 1(e)) and division and modulus (refer Figure 1(f)). The computation benchmarks highlight consistently good performance of the m3, cgl, ccl and crl instances across integer, float and double operations.

The integer operations and floating point operations are grouped into $G_{3,1}$ and $G_{3,2}$ respectively.

4.2.4 Storage Group

File I/O related attributes are grouped as the storage group, denoted as $G_4$, which considers the number of sequential create, read and delete and random create, read and delete operations as shown in Figure 1(g) and Figure 1(h). Overall, the best performer given the benchmarks obtained is the crl instance. The m3 instance is not too far behind in the file I/O operations.
performance.

The attributes that describe bandwidth and frequency of the file I/O operations are grouped as \( G_{4.1} \) and \( G_{4.2} \) respectively.

5 CLOUD RANKINGS

Given the two group sets \( G_{agg} \) and \( G_{sub} \) considered in the previous section, a user can provide a weight, \( W_{k,i} \), for each group \( G_k \). The set of weights corresponding to \( G_{agg} \) is \( W_{agg} = \{ W_1, W_2, W_3, W_4 \} \) and the set of weight for \( G_{sub} \) is \( W_{sub} = \{ W_{1.1}, W_{1.2}, W_{2.1}, W_{2.2}, W_{3.1}, W_{3.2}, W_{4.1}, W_{4.2} \} \). The weights assigned by a user represents the importance of a group with respect to an application the user wants to deploy on a cloud instance. Each weight can take values between 0 and 5, where 0 signifies that the group represented by the weight has no relevance to the application and 5 indicates that the group is important to the application for achieving maximum performance.

Consider for example, an application that is memory intensive requiring limited storage and the user wants to describe the application using a small set of weights. Aggregate weights can be chosen and \( W_1 \) can be set to 5 for representing the relevance of memory group and \( W_4 \) can be set to 0 for describing the irrelevance of the storage group. However, a user may understand the application in detail and opt for the larger weight set to describe the application. Now, if the memory latencies are more important than the process latencies, then \( W_{1.2} \) is set to 5 and \( W_{1.1} \) may be set to a lower value. \( W_{sub} \) is therefore useful in providing a more detailed description of the application to the benchmarking methodology.

Each weight can take six possible values (0-5), and therefore there are \( 6^4 \) and \( 6^8 \) different combination of weights possible for \( W_{agg} \) and \( W_{sub} \) respectively. However, a set with all zero values is of no real significance, and hence, the total number of different combinations of aggregate weights is 1,295 and of fine grain weights is 1,679,615. Using the benchmarking methodology all possible rankings for different weight combinations were generated. Performance (P) and performance-cost (PC) rankings for sequential and parallel execution were considered. When the performance of parallel execution is to be evaluated the methodology takes the number of vCPUs of the instance into account.

5.1 Aggregate Weight Space

Figure 2 shows the frequency of the instances appearing in the top three ranks in the aggregate weight space. When the P ranks are taken into account, it is evident that there are winners for the first, second and third ranks (refer Figure 2(a) and Figure 2(b)). This indicates that the benchmarking methodology is not highly sensitive to small variations in the weight combinations. So given an application that a user has limited knowledge about, the methodology is likely to produce ranks that will provide maximum performance.

When cost is taken into account with performance (PC), there is a more uniform spread across the top three ranks (refer Figure 2(c) and Figure 2(d)). We observe the following: (a) four instances appear in the first and second ranks in contrast to the former case with only one or two instances in the first and second ranks, (b) at least two instances that achieve first ranks have a good chance of winning, (c) two instances, \texttt{hs1} and \texttt{h1l} have better chances of winning when cost is considered, and (d) the \texttt{crl} instance which is a clear winner in the P ranking has only a small chance of winning when cost is taken into account. The chances of winning are shared between instances when cost is accounted for. This makes the winning instances less obvious intuitively and the weights are relatively more sensitive compared to the P ranks.

5.2 Fine Grain Weight Space

Figure 3 shows the frequency of the instances appearing in the top three ranks in the fine grain weight space. Unlike the aggregate weight space, there are
The benchmarking methodology we have proposed is suitable to predict the performance of embarrassingly parallel high-performance computing applications that execute on the multiple cores of the same VM. Three such case studies are chosen for validating the benchmarking methodology which can be executed on multiple VMs. However, in this research, we execute the applications on all virtual cores available on a single VM. The first application is a simulation used in the financial risk industry, the second application is a molecular dynamics simulations used by theoretical physicists, and the third is a mathematical solver employed in scientific applications. The applications have different requirements and are therefore chosen for validating the methodology.

### 6.1 Case Studies

#### 6.1.1 Case Study 1: Financial Risk Analysis

Aggregate Risk Analysis [21], [22] is a simulation employed for computing key risk metrics such as Probable Maximum Loss (PML) [23]. The simulation is developed using C++ and parallelised on the CPU cores using OpenMP. The Boost library is used for implementing mathematical and statistical functions. The inputs to the simulation are one million catastrophic event trials and a collection of thousands of events and their corresponding losses which are obtained from the disk onto memory. A number of financial terms are applied to the loss associated with an event and aggregated to provide the PML for a contractual year. The simulation is embarrassingly parallel and can be executed on the virtual cores by sharing the input data between the threads on the core.

The simulation is memory intensive with numerous read and write operations and at the same time computationally intensive requiring a large number of float operations to be performed both to compute the risk metrics. The local communication between processes are less relevant. The simulation requires data transfer from the disk to memory initially making file operations moderately relevant.

#### 6.1.2 Case Study 2: Molecular Dynamic Simulation

The second case study is a molecular dynamics simulation of short range interactions used by theoretical physicists of a complex system comprising $N$ particles [24], [25]. The simulation is developed using C++ and OpenMP is leveraged for parallelism on the cores of the CPU. The simulation computes the trajectory of $N$ particles and the forces they exert by solving a system of differential equations discretized into different time steps. In each time step, the position, velocity, the kinetic and potential energies of each particle are generated. It is assumed that if particles collide then they pass through each other. The simulations are performed on a three dimensional space for 10,000 particles and 200 time steps.
The simulation is computationally intensive followed by the memory and processor requirements along with the need for local communication. There are no file intensive operations in this simulation.

6.2.1 Comparative Validation

The Block Triagonal Solver, otherwise referred to as BT is a NASA Advanced Supercomputing (NAS) Parallel Benchmark (NPB) [26], version 3.3.1 which is used as a third case study. The BT solver is a pseudo application benchmark that represents a sample mathematical solver used in scientific applications. The Class C problem (defines the size and parameters of the problem) of the solver is used. Sequential and parallel programming models (in this paper, OpenMP is used) are used for an empirical analysis on the cloud VMs using NPB. The solver uses a grid size of $162 \times 162 \times 162$ for 200 iterations.

The solver is numerically intensive and memory and processor related operation is relevant, but does not take a precedence over computations. Local communications and file operations have little effect on the solver.

6.2 Validation Techniques

Two validation techniques are used to evaluate the benchmarking methodology. The first technique compares the ranking produced by the methodology and the ranking generated from empirical analysis of the application, which we refer to as ‘Comparative Validation’. In the second technique, the entire space of applications is used for an empirical analysis on the cloud VMs using NPB. The solver uses a grid size of $162 \times 162 \times 162$ for 200 iterations.

The solver is numerically intensive and memory and processor related operation is relevant, but does not take a precedence over computations. Local communications and file operations have little effect on the solver.

6.1.3 Case Study 3: Block Triagonal Solver

The Block Triagonal Solver, otherwise referred to as BT is a NASA Advanced Supercomputing (NAS) Parallel Benchmark (NPB) [26], version 3.3.1 which is used as a third case study. The BT solver is a pseudo application benchmark that represents a sample mathematical solver used in scientific applications. The Class C problem (defines the size and parameters of the problem) of the solver is used. Sequential and parallel programming models (in this paper, OpenMP is used) are used for an empirical analysis on the cloud VMs using NPB. The solver uses a grid size of $162 \times 162 \times 162$ for 200 iterations.

The solver is numerically intensive and memory and processor related operation is relevant, but does not take a precedence over computations. Local communications and file operations have little effect on the solver.

6.2 Validation Techniques

Two validation techniques are used to evaluate the benchmarking methodology. The first technique compares the ranking produced by the methodology and the ranking generated from empirical analysis of the application, which we refer to as ‘Comparative Validation’. In the second technique, the entire space of applications is used for an empirical analysis on the cloud VMs using NPB. The solver uses a grid size of $162 \times 162 \times 162$ for 200 iterations.

The solver is numerically intensive and memory and processor related operation is relevant, but does not take a precedence over computations. Local communications and file operations have little effect on the solver.

## 6.2.1 Comparative Validation

This technique comprises the following three steps:

**Step 1 - Application Benchmarking:** the case study applications are used for an empirical analysis to validate the cloud benchmarking methodology. The application is firstly executed on all VMs. The time taken by an application to complete execution can be used as one criterion for evaluating performance.

**Step 2 - Application-based Cloud Ranking:** based on the performance of the VMs in the empirical analysis they are ranked. For example, in this paper, the ranks from the empirical analysis are based on performance evaluated in terms of the time taken for completing execution. Additional criterion such as the quality of result can be used if it is applicable to the application.

The values for each criterion for evaluating performance are normalised using $v_{i,j} = \frac{v_{i,j} - \mu_j}{\sigma_j}$, where $\mu_j$ is the mean value of $v_{i,j}$ over $m$ VMs and $\sigma_j$ is the standard deviation $v_{i,j}$ over $m$ VMs. The normalised

values are used to rank the VMs $M_i$. If multiple criteria are used then a rank for each criterion is obtained. The multiple ranks then need to be aggregated into a single rank.

**Step 3 - Cloud Ranks Comparison:** the ranks $R_i$ from the benchmarking methodology are compared against the validation ranks $M_i$. This comparison can be used for selecting one or more cloud resources that can maximise the performance of the application. If there are significant differences between the rankings of the VMs then the requirements of the application are re-evaluated and a different set of weights need to be assigned to the attribute groups.

The three case study applications were executed on all instances shown in Table 1. The mean time taken to execute the applications ten times were obtained. Figure 4 shows the time taken for the sequential execution and parallel execution (the case study applications are executed on all the cores of the VM; 2 cores minimum and 32 cores maximum) of the applications respectively. For the P rankings, the instances are ranked based on their execution time; first rank for instance with lowest execution time. For the PC rankings, the ratio of the cost per hour of an instance (from Table 1 and the execution time (in this case is the measure of performance) is ordered in ascending order to generate the ranks. Again, the first rank is for the instance with the lowest ratio. The rankings of the methodology for each case study given a set of weights chosen in consultation with industry practitioners and domain experts were also generated. In this paper, the results using fine-grain rankings are considered. Aggregate weight-based ranking has been previously reported and $W_{agg} = \{5,3,5,2\}$ for case study 1, $W_{agg} = \{4,3,5,0\}$ for case study 2 and $W_{agg} = \{2,0,5,0\}$ for case study 3 [3].

Table 4 shows the rankings for the financial risk application with $W_{sub} = \{3,5,3,3,2,5,2,2\}$. There is a correlation of nearly 86% and 57% for sequential and parallel P ranks respectively. For the top four VMs (sequential performance) the benchmarking methodology points to the same instances observed as good performers in the empirical analysis. In the case of parallel performance we observe that the top five instances are similar in both the benchmarking methodology and the empirical analysis. The correlation for parallel performance is 93% and 91%.

Table 5 shows the rankings for the molecular dynamics simulation with $W_{sub} = \{3,4,3,3,2,5,0,0\}$. There is a correlation of nearly 85% and over 67% for sequential performance and parallel P ranks respectively. For parallel performance the top five instances in the empirical analysis are pointed to by the benchmarking methodology.

Table 6 shows the rankings for the BT solver with $W_{sub} = \{2,2,0,0,5,5,0,0\}$. There is 81% and 95% correlation for sequential performance. For parallel
performance the rankings bear 95% correlation.

The percentage correlation (obtained by using the Pearson Product-Moment Correlation Coefficient) between the ranks obtained from the benchmarking methodology and the empirical analysis are shown in Table 7. There is high correlation between the ranks, which is an indication that the benchmarking methodology with fine-grain weights can produce P and PC ranks that are close to reality as verified through the case studies. The robustness of the methodology is confirmed through this validation exercise.

In the comparative validation method, the rankings calculated from the expert set of weights were compared against the empirical ranks. This method is limited for comparing the PC rankings in that two variables, namely time and cost, are used for obtaining the ranks. If any one of the variable has the same value, then the combination of performance-cost is not well captured. Additional variables will need to be captured to address this such that each VM is uniquely represented for a fairer benchmarking method than the method used to generate PC ranking in this paper. Nevertheless, additional variables will result in a more lengthy benchmarking process.

6.2.2 Enumeration-based Validation

Comparative validation cannot explain the distribution of rankings in the entire space of different sets of weights. Therefore, we present an exhaustive enumeration method that takes the entire space of weights into account.

The space of 1,295 sets of aggregate weights and 1,679,615 sets of fine grain weights are considered. The corresponding ranking of each set of weights is generated using the benchmarking methodology. A scoring mechanism is used for each calculated rank against the empirical ranks. A weighted hamming distance is used for ranking in Algorithm 1.

The input to the algorithm are two rankings - ER, which is the empirical rank and CR, which is the calculated rank and m, the number of cloud VMs. The distance between the empirical and calculated rank is computed as the sum of point-wise distances.

For example, consider that there are 11 VMs to be ranked and assume the empirical rank of one VM to be 4 and the calculated rank of the same VM to be 2, then the distance between them is 2. The coefficient C is 11 − 4 + 1 = 8. The contribution to the score is 8*2 = 16. Assume the empirical rank of another VM to be 10 and the calculated rank to be 8, now the distance is again 2. However, the coefficient is significantly lower, C = 11 − 10 + 1 = 2 and its contribution to the score is 4. Using such a mechanism we ensure that VMs ranked closer to the top in the empirical ranking are given higher weights in comparison to those ranked lower. The weight decay is linear and varies between 1 and the number of VMs considered, in our case m = 11. Smaller scores indicate that the calculated rank is closer to the empirical rank.

Figure 5, Figure 6 and Figure 7 show the space of different sets of weights and the scores of their rankings on the Y-axis. The X-axis are the different weights sorted by the scores. We make the following observations: (i) different set of aggregate weights produce rankings of distinct quality. This evidences that weights can discriminate between good and bad performance of VMs, (ii) the weights are more significant when costs are taken into account together with performance. The scores of the ranks are more diverse resulting in a discrimination of the weight space, (iii) using fine-grain weights results in increased number
Fig. 5. Case Study 1 - Aggregate weights are shown in Figure 5(a) to Figure 5(d) and fine-grain weights are shown in Figure 5(e) to Figure 5(h). X-axis is the weights ordered by scores shown in the Y-axis.

Fig. 6. Case Study 2 - Aggregate weights are shown in Figure 6(a) to Figure 6(d) and fine-grain weights are shown in Figure 6(e) to Figure 6(h). X-axis is the weights ordered by scores shown in the Y-axis.

Fig. 7. Case Study 3 - Aggregate weights are shown in Figure 7(a) to Figure 7(d) and fine-grain weights are shown in Figure 7(e) to Figure 7(h). X-axis is the weights ordered by scores shown in the Y-axis.
of options that are not available using aggregate weights, and (iv) fine-grain weights can produce better ranking options than aggregate weights.

### 7 Related Work

Benchmarking is performed using a set of standard tests for evaluating the relative performance of a computing resource [27], [28]. For example, Linpack is used to evaluate the performance of supercomputers for ranking the Top500 list [29]. Similar techniques can be employed to benchmark the cloud [2], [30], [31]. Cloud benchmarking considers the evaluation of the resources and the services [32], [33].

Unlike systems like the cluster or grid, the user has access to an abstract computing resource (limited access to the underlying hardware) on the cloud. Hence, it is important to understand the VM through resource benchmarking for obtaining maximum performance.

when an application is deployed. Performance of the memory accessible on the VM, processor capabilities such as computations performed, and file operations are taken into account. Such benchmarks are useful when a user wants to exploit multiple CPUs offered by cloud VMs.

Service benchmarking provides insight into the reliability and variability of cloud services [34]. For example, network performance between cloud resources is crucial for workflows or web services [4], [35], [36], [37], [38], [39]. Sometimes, a hybrid of resource and service benchmarking is considered [10], [11]. In this paper, we assume that reasonable and seamless service is obtained on the public cloud and therefore only resource benchmarking is considered.

Current resource benchmarking research on the cloud is limited in three ways. Firstly, research reported in relevant literature considers a small sample of low-cost VMs [42], [43]. In reality, a wide variety of VMs with varying performance and cost are available from a cloud provider which are not taken into account. The cloud infrastructure has rapidly matured over the last few years and consequentially, there has been a significant improvement in the performance of the VMs offered on the cloud. In this paper, we have considered a variety of resources with different performance capabilities offered by the same provider.

Secondly, the requirements of applications that need to be deployed on the cloud are seldom mapped on to benchmarks (for example, [34]). Benchmarking without meaningfully interpreting the results based on the requirements of an application cannot be useful to a user [2], [31]. In this paper, the proposed benchmarking methodology considers the requirements of the application and the user assigns weights of importance to cloud attributes that best describes the requirements. The result is a set of VMs on which maximum performance can be achieved.

Thirdly, the benchmarking techniques need to incorporate methods to validate the benchmarks. This is an important issue to guarantee that the benchmarks obtained are acceptable. While a number of other issues related to benchmarking are addressed there is minimal focus in this direction (for example, [40], [43]). Empirical analysis is a straightforward way for validating benchmarks. While research reported in [13], [14], [15], [16], [17], [18], [19] perform empirical analysis on the cloud, the results are not employed for validating the benchmark results. In this paper, we employ a validation technique in which the benchmarks are validated through an empirical analysis using case study applications.

The research in this paper was motivated to address the above three challenges. For this, the cloud benchmarking methodology was developed, and in this research we have demonstrated the methodology on a set of resources with different performance capabilities, taken into account user requirements of an application, and validated the benchmarks using sample applications. The memory and process, local communication, computation and storage requirements of the application are known beforehand. These high-performance computing applications are embarrassingly parallel and executed on the multiple cores of a single VM.

The state-of-the-art is advanced by developing an application aware benchmarking methodology that captures a wide variety of requirements of an application to generate performance and cost based rankings of cloud VMs. The methodology has been rigorously validated in multiple ways for three scientific HPC applications. In contrast to our previous paper [3], the research presented in this paper improves on the benchmarking methodology by (i) generating both performance and cost based rankings, (ii) capturing the requirements of an application in a fine-grain manner using a set of eight weights, and (iii) validating the weight space using an enumeration technique, all of which were not considered previously.

### 8 Conclusions

In this paper, we proposed a six step benchmarking methodology for cloud VMs. We hypothesized that by considering the requirements of an application provided by a user as a set of weights (aggregate weights or fine-grain weights), along with benchmarking data collected from the cloud using the proposed methodology, VMs can be ranked in order of performance and cost effectiveness so that a user can deploy an application on a cloud VM, which will maximise performance. The hypothesis was validated on three real-world case study applications, namely a financial risk simulation, a molecular dynamics simulation and a mathematical solver, using comparative validation and enumeration-based validation techniques. The results show a good correlation between benchmarked and empirical rankings.

The class of problems we have targeted in this paper are scientific HPC applications. They are usually developed and maintained by a large community and there is a lot of knowledge on their requirements. As an application evolves over time some requirements may vary, but these are generally known to the developers. The weights we determined for the

<table>
<thead>
<tr>
<th>Case Study</th>
<th>Sequential PC rank</th>
<th>Parallel PC rank</th>
<th>Sequential PC rank</th>
<th>Parallel PC rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>93</td>
<td>87</td>
<td>93</td>
<td>91</td>
</tr>
<tr>
<td>2</td>
<td>85</td>
<td>67</td>
<td>96</td>
<td>97</td>
</tr>
<tr>
<td>3</td>
<td>81</td>
<td>95</td>
<td>95</td>
<td>95</td>
</tr>
</tbody>
</table>
applications were in consultation with experts and developers from each of these communities which was readily known to them.

The benchmarking methodology we proposed can be used until a user is satisfied with the rankings generated. Once benchmarking is performed the entire weight space and rankings can be generated. The user can then provide different sets of weights (if not sure about certain weights) to obtain different rankings. Then the user can simply select the VMs which may appear in all the top ranks for different weights provided to ensure that performance is maximised.

Benchmarking the whole VM with large memory and storage is only possible at the expense of monetary costs and time. The benchmarking method proposed in this paper is limited in that way since it benchmarks a whole VM and thereby cannot be used in real-time. However, the benchmark data obtained from the method can be used with real-time methods. We are currently investigating container as a mechanism for benchmarking a small portion of a VM to reduce the time and costs required for cloud benchmarking to bypass the above limitation. Preliminary experiments indicate that container-based benchmarking can give similar results to benchmarking the whole VM. Using this method saves both time and money spent for benchmarking.

In the future, we intend to incorporate benchmarking useful for applications that span across multiple nodes and leverage multi-core systems with complex memory hierarchies, such as GPUs.
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