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The key questions of uniqueness and existence in time-dependent density-functional theory are usually formulated only for potentials and densities that are analytic in time. Simple examples, standard in quantum mechanics, lead, however, to nonanalyticities. We reformulate these questions in terms of a nonlinear Schrödinger equation with a potential that depends nonlocally on the wave function.
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1. INTRODUCTION

The reduced one-particle probability density (henceforth density tout court) in a gas of identical interacting particles in an external confining potential carries a wealth of information. For example, the linear response of the density to a driving field is related to density-density correlations and the excitation spectrum of the system. By continuity, the density evolution sets the total current through an arbitrary open surface across a finite system driven out of equilibrium, giving access to transport properties, or across a closed surface, giving access to transfer processes out of a chosen volume. The density determines the generalized mean forces on macroscopic degrees of freedom, with which the gas interacts, and hence the coupled dynamics of the two subsystems.

In fact, the theorems of time-dependent (TD) density-functional theory (DFT) prove that, given an initial many-body state, the TD density contains in principle the expectations of all observables of the interacting system, evolving under a TD scalar potential. Following (the much older) ground-state DFT [1,2], TDDFT calculations operate by constructing a fictitious system of noninteracting electrons, evolving under another TD scalar potential, such that the fictitious system reproduces the electron density of the interacting system. TDDFT thus provides access to the properties of the interacting system via the much more tractable corresponding noninteracting problem. In recent years, TDDFT has become a central tool for a range of problems involving departures from the electronic ground state (GS). Most applications are in the linear-response regime, calculating the electronic excitation spectra and response of atoms, molecules, solids, even biomolecules, exposed to external fields [3]. Real-time electron dynamics in strong fields have also been studied, including electron transfer processes and transport, ionization, high-harmonic generation, and coupled nonadiabatic electron-nuclear dynamics [4].

TDDFT is based on two distinct results. The first is that, under a given particle interaction \( \hat{W} \) and for a given initial many-body state \( |\Psi(0)\rangle \), there is a 1:1 correspondence between the ensuing evolution of the density and the external potential acting on the system. This is the Runge-Gross (RG) theorem [5]. It implies that the potential and all other properties of the system are functionals of the density and initial state, and practical calculations hope to approximate some of these functionals accurately.

The second result is that for every density \( n(r,t) \), evolving from a given initial state \( |\Psi(0)\rangle \) under a given particle interaction \( \hat{W} \) and external potential \( v(r,t) \), there exists an external potential \( v'(r,t) \) that returns the same density, \( n(r,t) \), under another particle interaction \( \hat{W}' \) (the key case of interest being \( \hat{W}' = 0 \)), starting from, in general, another initial state \( |\Psi(0)\rangle \) [as long as the two initial states share the same \( n(r,0) \) and \( n(0,r) \)]. This result is van Leeuwen’s \( v \)-representability theorem (vL) [6], later extended to TD current DFT [7]. It means that, by contrast with GS DFT, there is no doubt about the existence of a Kohn-Sham system, that is, a set of noninteracting electrons whose TD density matches that of the interacting system. The \( v \)-representability difficulty is lessened in the TD case because the TD Schrödinger equation (TDSE) is first order in time, and the dependence on the initial wave function takes care of a large part of the difficulties associated with \( v \)-representability.

The first result has been proven for potentials that are analytic in time about the initial time (henceforth denoted \( t \)-analytic), that is, such that \( v(r,t) \) is equal to its Taylor series expansion in \( t \) about the initial time, for a finite time interval. The second assumes \( t \)-analytic potentials and densities. There are also two extensions of RG in the linear-response regime that go beyond these analyticity requirements. In the first [8], the short-time density response to “small” but arbitrary potentials has been shown to be unique under two assumptions: that the system starts from a stationary state (not necessarily the GS) of the initial Hamiltonian and that the corresponding linear density-response function is \( t \)-analytic. In the second [9], uniqueness of the linear density response, starting from the electronic GS, was proven for any Laplace-transformable (in time) potential. As most physical potentials have finite Laplace transforms, this represents a significant widening of the class of potentials for which a 1:1 mapping can be established in the linear-response regime, from an initial GS; this includes, for example, potentials turning on as \( e^{-C/r^p} \) with \( C > 0 \), \( n > 0 \), or \( r^p \) with \( p \) a positive noninteger. It covers most cases of physical interest, under these conditions.
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The TDSE is a coupled partial differential equation that intrinsically links analyticity properties in space and time. Thus potentials and initial wave functions that are (or could be) standard examples in textbooks, in which the potential or the initial wave function has some nonanalytic properties in space, yield densities that are not analytic in time. We demonstrate this with several examples in the last part of this paper. This implies that the assumptions underlying VL are more restrictive than they may first appear.

In this paper we build on the foundational work in Refs. [5] and [6] on the problems of uniqueness and existence in TDFT. Our goal is to extend the fundamental framework laid there, by suggesting a simultaneous formulation of these two problems, which overcomes the requirement that the potential or density be analytic in time. This formulation is close to (but different from) several problems whose solutions have been proven to exist mathematically. We relate the one-to-one mappings to the existence and uniqueness of solutions to a particular type of nonlinear TDSE (NLSE). While there has been a considerable amount of work on the NLSE [10], the particular nonlinear structure we have here has not been investigated before, to the best of our knowledge. We do not give a general solution to this problem, but discuss the features of the equation in relation to other NLSEs in the literature. As the existence of solutions of the latter do not require $t$-analyticity, this suggests that the reformulation will be a useful tool for exploring the limitations (or extensions) of our knowledge of the domain of the RG functional.

In Sec. II, we carefully introduce our reformulation. We explore some consequences of the reformulation and what is known about solutions to the NLSE that we find. Section III turns to the motivation behind this endeavor, with the aid of simple examples where the density evolution under $t$-analytic potentials is nonanalytic in time.

II. ALTERNATIVE FORMULATION OF THE DENSITY-POTENTIAL MAPPING

It is straightforward to see that, for a given initial state $| \Psi(0) \rangle$, for a system of $N$ electrons, a given state evolution, $| \Psi(t) \rangle$, can be generated by at most one TD scalar potential $v(r,t)$, as follows from TDSE,

$$\hat{\imath} \hbar \dot{\Psi}(t) = \hat{H}(t) | \Psi(t) \rangle = [\hat{T} + \hat{W} + \hat{\nu}(t)] | \Psi(t) \rangle,$$  

(1)

as long as the wave function $\Psi(r_1, \ldots, r_N, t)$ is nonvanishing on a dense set of values of its arguments. Here, $\hat{T}$, $\hat{W}$, and $\hat{\nu}(t)$ are the many-electron operators for the total kinetic energy, the electron-electron interaction (with $\hat{W} = 0$ corresponding to noninteracting electrons) and $v(r,t)$, respectively. That no two distinct $\hat{\nu}$’s can generate the same $| \Psi(t) \rangle$, up to a physically irrelevant purely TD phase, can be shown by assuming otherwise, inserting into TDSE, and finding $\hat{\nu}_1(t) - \hat{\nu}_2(t) = c(t)$, a physically irrelevant purely TD constant.

What RG proves is the much stronger statement that not only must the states be different, but also their one-particle densities,

$$n(r,t) = \langle \Psi(t)| \hat{n}(r) | \Psi(t) \rangle \equiv n_{\Psi}(r,t),$$  

(2)

must differ, under the restriction that the potentials considered are analytic around $t = 0$. Here $\delta(t) = \sum_{i=1}^{N} \delta(r - \hat{r}_i)$ is the number-density operator for the system of $N$ electrons with position operators $\{\hat{r}_i\}$. This restriction means that potentials that switch on at $t \geq 0$, like $e^{-C/r^p}$, $r^p$, with $p$ a noninteger, and $t^n \ln(t)$, are not covered by the proof. (Note that the first example is infinitely differentiable, with vanishing derivatives at $t = 0$, while higher-order derivatives of the second and third types diverge as $t \to 0^+$.) These potentials are Laplace transformable in $t$, and in the linear-response regime starting from the GS, they are covered by the VL extension of the RG [9].

Here we formulate (but do not prove) a 1:1 mapping defined via the existence and uniqueness properties of the solution to a system of coupled equations. Differentiating the continuity equation $\dot{n}(r,t) + \nabla \cdot j(r,t) = 0$, where $j(r,t)$ is the current density, once with respect to $t$ gives [6]

$$\frac{1}{m} \nabla \cdot [n_{\Psi}(r,t) \nabla v(r,t)] = \dot{n}_{\Psi}(r,t) + \nabla \cdot a[\Psi(t)](r,t))$$  

(3)

where

$$a[\Psi(t)](r,t) = \frac{1}{\imath \hbar} \langle \Psi(t)|[\hat{j}(r), \hat{T} + \hat{W}]|\Psi(t) \rangle,$$  

(4)

with $\hat{j}(r)$ the current-density operator [11].

We now choose a given prescribed density, which we denote $n_{\text{aim}}(r,t)$, and a given initial many-electron state $| \Psi(0) \rangle$, such that $n_{\Psi}(r,0) = n_{\text{aim}}(r,0)$. We then ask, does a potential $v(r,t)$ exist such that the density it generates $\dot{n}_{\Psi}(r,t) = n_{\text{aim}}(r,t)$, and is this potential unique? Noting the appearance of the time-evolving state $| \Psi(t) \rangle$ in the evaluation of $a[\Psi(t)](r,t)$ in Eq. (3), we rephrase the question by asking whether the coupled equations

$$\frac{1}{m} \nabla \cdot [n_{\text{aim}}(r,t) \nabla v(r,t)] = \dot{n}_{\text{aim}}(r,t)$$  

$$+ \nabla \cdot a[\Psi(t)](r,t),$$  

(5)

$$\hat{\imath} \hbar | \Psi(t) \rangle = \hat{H}(t) | \Psi(t) \rangle,$$  

(6)

have a unique solution for $v(r,t)$ and $| \Psi(t) \rangle$, given the inputs $| \Psi(0) \rangle$ and $n_{\text{aim}}(r,t)$. At a notional level, these coupled equations work as follows. Equation (5) determines the potential $v(r,t)$, at every $t$, as an instantaneous functional of the state $| \Psi(t) \rangle$; the (fixed-time) equation is of Sturm-Liouville form, for which a unique locally square-integrable solution exists for strictly positive densities, with a locally square-integrable right-hand side [12]. The restriction to nodeless densities is in practice a minor one, as most densities of $N$-electron systems do not have nodes; but it certainly excludes a small subset of them, and excludes typical TD and excited-state densities of one-electron systems. The restriction to locally square-integrable right-hand sides (meaning that the integral of the square of the right-hand side over a finite region is finite) is generally satisfied for physical wave functions [13]. A formal solution to Eq. (5) is discussed in the Appendix. Equation (6) then determines the evolution of the state, under the potential just obtained, through an infinitesimal step time to the “next” time, and so on. Equations (5) and (6) therefore define the density-potential mapping: if a unique solution $[v(r,t), | \Psi(t) \rangle]$ to Eqs. (5) and (6) exists for a given $[| \Psi(0) \rangle, n_{\text{aim}}(r,t)]$, then there is a 1:1 mapping between the density and the potential.
If, further, the density \( n_{\text{aim}}(r, t) \) is \( v \)-representable, it directly follows that the unique solution \( \{v(r, t), |\Psi(t)\rangle\} \) reproduces this target density, \( n_{\Psi}(r, t) = n_{\text{aim}}(r, t) \).

Non-\( v \)-representability can arise in two ways. First, if no solution exists to Eqs. (5) and (6) for a particular \( n_{\text{aim}}(r, t) \), then \( n_{\text{aim}}(r, t) \) is not \( v \)-representable. Second, a solution to systems of equations of types (5) and (6) does not necessarily have \( n_{\Psi}(r, t) \neq n_{\text{aim}}(r, t) \) [14]. If there does exist a unique solution \( \{v(r, t), |\Psi(t)\rangle\} \) but one that fails to return the chosen target density, \( n_{\Psi}(r, t) \neq n_{\text{aim}}(r, t) \), then this target density is not \( v \)-representable [15].

The coupled equations (5) and (6) can be expressed as evolution equations as follows. By taking one further derivative of Eq. (5), we obtain the system of first-order, in time, partial differential equations:

\[
\frac{1}{m} \nabla \cdot [n_{\text{aim}}(r, t) \nabla \psi(r, t)] = -\frac{1}{m} \nabla \cdot [\dot{n}_{\text{aim}}(r, t) \nabla v(r, t)] + \ddot{n}_{\text{aim}}(r, t) + \nabla \cdot [\dot{a}(\Psi(t))(r, t)],
\]

\[
i\hbar |\Psi(t)\rangle = \hat{H}(t)|\Psi(t)\rangle,
\]

for the pair \( \{v(r, t), |\Psi(t)\rangle\} \). The initial conditions are the initial state \( |\Psi(0)\rangle \) and \( v(r, 0) \), given by the solution of

\[
\frac{1}{m} \nabla \cdot [n_{\text{aim}}(r, 0) \nabla v(r, 0)] = \ddot{n}_{\text{aim}}(r, 0) + \nabla \cdot a(\Psi(0))(r, 0).
\]

for the pair \( \{v(r, t), |\Psi(t)\rangle\} \). The initial conditions are the initial state \( |\Psi(0)\rangle \) and \( v(r, 0) \), given by the solution of

A system of first-order ordinary differential equations with fixed initial conditions always has a unique solution (given appropriate continuity conditions on the right [16], such as Lipschitz continuity). But partial differential equations are more complex. While the initial-value problem for many classes of partial differential equations is known to have a solution if the diffusion operator on the left is not uniformly elliptic [i.e., \( n_{\text{aim}}(r, t) \) is not gapped away from 0]. This makes it difficult to obtain estimates on the behavior of \( v(r, t) \) at infinity needed to reproduce the Pickard iteration needed to show existence and uniqueness as in Ref. [17]. Problem (b) is absent in the simplified case of periodic boundary conditions, and smoothing over Coulomb singularities deals with problem (a) (as would be relevant for solid-state calculations using pseudopotentials with a smoothed-out interaction term). For example, Burq, Gerard, and Tzvetkov [18] prove the short-time existence and uniqueness of the NLSE with a local potential term on compact manifolds. However, even in this case it is not clear whether the given NLSE has the hoped-for solution, because of the loss of derivatives [point (c) above]. Reference [19] proved well-posedness for a NLSE that loses two or more derivatives, however, for Hamiltonians with local interactions only. Part of the motivation for this paper is the hope that the further analysis of this problem in mathematical physics will stimulate future work.

III. EXAMPLES OF NON-\( T \)-ANALYTIC DENSITIES

The practical motivation behind a formulation that goes beyond the analyticity requirements of the original RG and vL theorems is that it is not unusual, and certainly not pathological, for temporal nonanalyticity to arise. If it were true that under any particle interaction, a \( t \)-analytic potential term always generates a \( t \)-analytic density, and vice versa, then the constructs of Refs. [5] and [6] would be sufficient to provide a self-contained (even if somewhat restrictive) framework for TDDFT. However, we now argue, with the aid of several examples, that in general a \( t \)-analytic potential need not produce a \( t \)-analytic density. Although the 1:1 RG mapping holds in such cases, the \( v \)-representability proof of Ref. [6] does not apply, opening up the question of the existence and uniqueness of a corresponding Kohn-Sham system.

### A. Spatially nonanalytic initial states

In the first set of examples, spatial nonanalyticity in the initial wave function leads to temporal nonanalyticity in the density.

#### 1. “Bump” initial states: Smooth but nonanalytic

Consider a free particle in one dimension (1D) with an initial wave function \( \psi(x, 0) \) that is constant in space within a
region, for example,
\[
\psi(x,0) = \begin{cases} f(x) & \text{for } x < a, \\ C & \text{for } a \leq x \leq b, \\ g(x) & \text{for } x > b. \end{cases}
\] (10)

Here, \(C\) is a constant, and \(f(x)\) and \(g(x)\) are assumed to be such that \(\psi(x,0)\) is infinitely differentiable in \(x\) everywhere. By repeated application of TDSE,
\[
\iota \hbar \psi(x,t) = -\frac{\hbar^2}{2m} \psi''(x,t),
\] (11)
we see that, for a point \(x = x_0\) in \((a,b)\), all \(t\)-derivatives of \(\psi(x_0,t)\) vanish at \(t = 0\) [20]. Thus, the Taylor series in time for \(\psi(x_0,t)\) at fixed \(x_0\) is
\[
\psi_T(x_0,t) = \sum_{k=0}^{\infty} \frac{t^k}{k!} \partial_t^k \psi(x_0,t)|_{t=0} = C.
\] (12)

At the points \(x_0\) considered, this series exists and converges (with, furthermore, an infinite radius of convergence), but not to the function itself: \(\psi_T(x_0,t) = C \neq \psi(x_0,t)\). The true wave function, \(\psi(x_0,t)\), evolves in time, since the initial state is not a free-particle eigenstate. In particular, the true solution will have density from the outer regions, \(x < a\) and \(x > b\), dispersing into the inner region, \(a < x < b\). Therefore, \(\psi(x_0,t)\) is not analytic in time. Similarly, using
\[
\partial_t^k n(x_0,t)|_{t=0} = \sum_{l=0}^{k} \frac{k}{(k-l)!l!} \partial_t^{k-l} \psi^2(x_0,t)|_{t=0} \partial_t^l \psi(x_0,t)|_{t=0} = 0,
\] (13)
for the Taylor series for the density at \(x_0\), we obtain \(n_T(x_0,t) = |C|^2\); it exists and converges, but not to \(n(x_0,t)\): \(n_T(x_0,t) \neq n(x_0,t)\). Thus, the density is not \(t\)-analytic, even though the potential \((v(x,t) \equiv 0)\) is.

The preceding arguments may be straightforwardly extended to initial states that have compact support but are smooth: there in the region \((a,b)\), \(\psi(x,0) = f(x)\), while outside this region, \(\psi(x,0) = 0\). Such functions are sometimes referred to as "bump functions." The true solution \(\psi(x,t)\) disperses, while the time Taylor series of \(\psi(x,t)\) does not. Although formally solving the TDSE, the Taylor series is not a valid solution because it is not uniformly convergent in the nonconstant region. Similar observations and a detailed analysis for free propagation of smooth compactly supported initial states are given in Ref. [21].

The preceding example is easily extended to any initial "spline" state,
\[
\psi(x,0) = \begin{cases} f(x) & \text{for } x < a, \\ \psi_n(x) & \text{for } a \leq x \leq b, \\ g(x) & \text{for } x > b, \end{cases}
\] (14)
where \(\psi_n(x)\) is the \(n\)th stationary state, with energy \(E_n\), of some static confining potential \(v(x)\), and \(f(x)\) and \(g(x)\) are arbitrary (but may, if desired, be assumed to be such as to ensure infinite smoothness everywhere). Starting from this initial state, we consider evolution under the potential \(v(x)\). By repeated application of TDSE,
\[
\iota \hbar \psi(x,t) = -\frac{\hbar^2}{2m} \psi''(x,t) + v(x) \psi(x,t),
\] (15)
for \(x_0 \in (a,b)\) we arrive at \(\psi_T(x_0,t) = e^{-iE_n t/\hbar} \psi(x_0,t)\) and \(n_T(x_0,t) = |\psi(x_0,t)|^2 = n(x_0,t)\), with the conclusion, again, that neither the wave function nor the density is \(t\)-analytic.

2. Initial states with a cusp

Consider evolving an initial state with a cusp in free space. We can solve this explicitly in 1D, with
\[
\psi(x,0) = \sqrt{k} e^{-|x|}.
\] (16)
Using the free-particle propagator
\[
G(x,t;x',0) = \sqrt{\frac{m}{2\pi i\hbar t}} e^{i(x-x')^2/2m/2\hbar t},
\] (17)
and the integral representation
\[
\psi(x,t) = \int_{-\infty}^{+\infty} G(x,t;x',0) \psi(x',0) dx',
\] (18)
we obtain
\[
\psi(x,t) = \frac{\sqrt{k}}{2} e^{i\hbar x^2/2m} \left[ e^{x} \left[ 1 - \text{erf} \left( \frac{x + i\hbar kt/m}{\sqrt{2\hbar t/m}} \right) \right] ight] e^{-\sqrt{2\hbar t/m}}.
\] (19)

Immediately from \(t = 0^+\), the cusp vanishes, and the initial exponential gradually disperses and develops oscillations in the tail (see Fig. 1, and note the diminishing scale on the vertical axis).

From the Taylor series, away from \(x = 0\), we obtain simply
\[
\psi_T(x \neq 0,t) = \sqrt{k} e^{i\hbar x^2/2m} e^{-|x|},
\] (20)
clearly not equal to the true wave function \(\psi(x,t)\) [Eq. (19)]. Noting that the true solution to TDSE is defined and continuous...
everywhere, we define $\psi_T(0,t)$ so as to make $\psi_T(x,t)$ continuous. But then it obeys the TDSE,

$$\hbar \psi_T(x,t) = -\frac{\hbar^2}{2m} \psi''(x,t) - \frac{\hbar^2 k}{m} \delta(x) \psi_T(x,t),$$  

(21)

as opposed to the free-particle TDSE, Eq. (11), obeyed by $\psi(x,t)$. Therefore the Taylor series gives a $\Delta$-function error in solving the TDSE.

The electron-nuclear Coulomb singularity in three dimensions (3D) gives rise to cusps in stationary states and densities in real systems; that is, initial states are typically not smooth at the singularity. For example, the GS of the hydrogen atom, $\psi_H$ in real systems; that is, initial states are typically not smooth solving the TDSE.

Consider a free particle in 1D evolving from $\psi(x,0) = N \left(1 - e^{-C|x|^2}\right)$, (22)

where $C > 0$ is a (real) constant and $N = 1/\sqrt{\sqrt{2} \pi C (\sqrt{2} - 1)}$ is the normalization constant. This initial wave function can be thought of as an example of the earlier bump states, with the interval $[a,b]$ shrunk to a point. It is the GS of the potential $v(x) = (\hbar^2/m)|C(3x^2 - 2C)/x^2(e^{C|x|^2} - 1)|$, infinitely differentiable; see Fig. 2 for a plot.

Using Eqs. (17) and (18), we find

$$\psi(0,t) = N \left(1 - e^{-\sqrt{mC/\hbar t}}\right)$$  

(23)

and

$$n(0,t) = N^2 \left(1 - 2e^{-\sqrt{mC/\hbar t}} \cos \sqrt{mC/\hbar t} + e^{-2\sqrt{mC/\hbar t}}\right).$$  

(24)

Neither is $t$-analytic. The nonanalyticity of the density takes the form of temporal evolution that picks up infinitely slowly.

To summarize, the preceding examples illustrate how a non-$t$-analytic density may arise from a (trivially) $t$-analytic potential, starting from an initial state that is spatially nonanalytic, even though it could be smooth. Indeed Ref. [21] points out that, even for the simplest free-particle evolution, starting from an initially smooth state (our examples 1 and 3 illustrate this), although the Taylor-series solution is a formal solution of the TDSE, it is a valid solution only for a very restricted class of initial states, due to nonconvergence. Even the time evolution of the density in a hydrogen atom in an electric field can be shown to be non-$t$-analytic [22]. The RG theorem applies to all cases, as it is a reformulation of the quantum dynamics of any initial state allowed in quantum mechanics (satisfying appropriate decay at infinity) under a $t$-analytic potential. But in cases where the ensuing evolution is non-$t$-analytic, the $v$-representability theorem does not apply.

B. Spatially nonanalytic potentials

Finally, we consider potentials with the spatial nonanalyticity of "bump functions". We have one particle in 1D, starting from the $n$th stationary state $\psi_n(x)$, with energy $E_n$, of some smooth static confining potential $v_0(x)$. Now evolve $\psi(x,t)$ [from $\psi(x,0) = \psi_n(x)$] under the potential

$$v(x) = v_0(x) + v_{\text{ext}}(x),$$  

(25)

where

$$v_{\text{ext}}(x) = \begin{cases} f(x) & \text{for } x < a, \\ C & \text{for } a \leq x \leq b, \\ g(x) & \text{for } x > b. \end{cases}$$  

(26)

Here, $C$ is a constant, and $f(x)$ and $g(x)$ may be chosen so as to give infinite differentiability in $x$ everywhere. By applying TDSE repeatedly, for $x_0 \in (a,b)$ we arrive at $\psi_T(x_0,t) = e^{-iE_n t/\hbar} \psi_n(x_0) = e^{-iE_n t/\hbar} \psi(x_0,0)$ and $n_T(x_0,t) = |\psi_n(x_0)|^2 = n(x_0,0)$. Since both the wave function and the density must evolve, we again conclude that neither of them is $t$-analytic, even though the potential is.

IV. SUMMARY AND OUTLOOK

TDDFT is an exact reformulation of quantum mechanics in which the density replaces the wave function as the basic variable. The density-potential mapping is proven for any initial state evolving under a $t$-analytic potential, such that the density decays appropriately at infinity. The mapping to the Kohn-Sham system is proven for $t$-analytic densities and potentials. However, quite generally, the densities arising from
the TDSE are not t-analytic, as the simple examples in Sec. III demonstrate. The initial states and potentials considered are certainly within the realm of traditional quantum mechanics, and nothing in the RG theorem rules them out from consideration for TDDFT.

The examples suggest that, in general, a t-analytic potential does not give a t-analytic density. However, then it is no longer clear that a density, generated by a t-analytic potential under one particle interaction, is represented by a t-analytic potential under another. This would throw into question the existence and uniqueness of the noninteracting Kohn-Sham system. Therefore, extension of the TDDFT framework, beyond t-analytic potentials and densities, is necessary. The present proposal is that Eqs. (5) and (6) (or their two further formulations in Sec. II) provide a route to one such extension.

The framing of the fundamental theorems of TDDFTs in terms of the well-posedness of a type of NLSE first appeared in Ref. [23], where it arises naturally in Tokatly’s Lagrangian formulation of a TD current DFT, known as the TD-deformation functional theory. The traditional density-potential mapping question is avoided in TD-deformation functional theory, where, instead, this issue is hidden in the functional theory, where, instead, this issue is hidden in the well-posedness of a type of NLSE first order elliptic operators, namely, operators that are uniformly elliptic at infinity.

In this appendix, we explore some interesting properties of the solution to Eq. (5). Specifically, we discuss a reformulation that makes contact with the more standard theory of second-order elliptic operators, namely, operators that are uniformly elliptic at infinity.

We can formally solve Eq. (5) for \( v(r,t) \), with the aid of the transformation

\[
  w(r,t) = v(r,t)\sqrt{\tau_{\text{aim}}(r,t)}.
\]

Then Eq. (5) becomes

\[
  \Lambda(t)w(r,t) = -m\frac{s(r,t)}{\sqrt{\tau_{\text{aim}}(r,t)}} = u(r,t),
\]

where

\[
  \Lambda(t) = -\nabla^2 + \frac{1}{2} \frac{\nabla^2 \tau_{\text{aim}}(r,t)}{\tau_{\text{aim}}(r,t)} - \frac{1}{4} \left( \frac{\nabla \tau_{\text{aim}}(r,t)}{\tau_{\text{aim}}(r,t)} \right)^2,
\]

\[
  s(r,t) = \tau_{\text{aim}}(r,t) + \nabla \cdot a(\psi(t))|_{r,t}.
\]

We must now solve this equation for \( u(r,t) \). In the following, \( t \) may be treated as a parameter. The operator \( \Lambda(t) \) has the structure of an ordinary one-particle Hamiltonian. \( \phi_0(r,t) = \sqrt{\tau_{\text{aim}}(r,t)} \) is an eigenfunction of \( \Lambda(t) \) with eigenvalue 0. Since \( \int \tau_{\text{aim}}(r,t) d\mathbf{r} = N \), \( \phi_0(r,t) \) is normalizable [and thus obeys the boundary condition \( \phi_0(r,t) \to 0 \) as \( |r| \to \infty \)]. Therefore, \( \phi_0(r,t) \) is a bound state of \( \Lambda(t) \). Since the eigenvalue of \( \phi_0(r,t) \) is 0, for a solution to Eq. (A2) for \( u(r,t) \) to exist, it is necessary that the right-hand side be orthogonal to \( \phi_0 \),

\[
  \int \phi_0(r,t) \frac{s(r,t)}{\sqrt{\tau_{\text{aim}}(r,t)}} d\mathbf{r} = \int s(r,t) d\mathbf{r} = 0.
\]

Via Eq. (A4), this requires \( \int a(\psi(t))|_{r,t} \cdot dS \) to vanish as the surface \( S \) expands to infinity, which is a condition on the state \( |\psi(t)\rangle \) in the solution of Eqs. (5) [or (A2)] and (6). Since the eigenvalue of \( \phi_0(r,t) \) is 0, furthermore, Eq. (A2) defines \( u(r,t) \) only up to an arbitrary additive amount of \( \phi_0(r,t) \). We choose this amount to be 0. Denoting the eigenfunctions and eigenvalues of \( \Lambda(t) \) as \( \{\phi_\nu(r,t)\} \) and \( \{\lambda_\nu(t)\} \), respectively, we can then uniquely solve Eq. (A2) for \( w(r,t) \):

\[
  w(r,t) = \int G(r,r',t) u(r',t) d\mathbf{r}'.
\]

The potential \( v(r,t) \) is then obtained from Eq. (A1). The given solution for \( w(r,t) \), by construction, is orthogonal to \( \phi_\nu(r,t) \), and corresponds to a specific choice of the additive spatial constant in \( v(r,t) \) [24]. The boundary behavior at infinity of \( v(r,t) \) in Eq. (A6), and hence of \( v(r,t) \) in Eq. (A1), is determined by \( G(t) \) and by the quantity \( u(r,t) \) in Eq. (A2).

No difficulty with this solution for \( w(r,t) \) arises, if the target density \( \tau_{\text{aim}}(r,t) \) is nodeless. Then \( \phi_\nu(r,t) \) is also nodeless, and since it is a bound state of \( \Lambda(t) \), it must be the GS. Then all other eigenvalues of \( \Lambda(t) \) are positive, \( G(t) \) in Eq. (A7) exists, and the potential \( v(r,t) \) in Eq. (A1) is defined everywhere.

The situation is more complicated if \( \tau_{\text{aim}}(r,t) \) has nodes. Then, first, \( \Lambda(t) \) may have bound states degenerate with \( \phi_0(r,t) \) and the requirement of Eq. (A5) must be extended to all such states, which constitutes a stronger condition on \( s(r,t) \). That granted, the formal solution for \( w(r,t) \) is then still given by Eq. (A6), but with all bound states of \( \Lambda(t) \), degenerate with \( \phi_0(r,t) \), excluded from the definition of \( G(t) \) in Eq. (A7). Second, both \( u(r,t) \) in Eq. (A2) and \( v(r,t) \) in Eq. (A1) may diverge at the nodes of \( \tau_{\text{aim}}(r,t) \). One would then have to consider the nature of the singularity and its effect on the propagating state vector.
[11] In terms of density matrices, this can be evaluated as
\[
a[\Psi(t)'](r,t) = \frac{\hbar^2}{4m^2} \nabla^2 + \nabla \cdot \left( P(r,r') \nabla W(|r-r'|) \right) dr',
\]
where \(\rho_1\) is the one-body density matrix, \(P\) is the pair density (diagonal of the two-body density matrix), and \(W(|r-r'|)\) is the electron-electron interaction potential.
[13] We note that, although not stated there, the same restrictions apply also to the proof in Ref. [6] for the \(t\)-analytic case. Thorough discussion of the latter is given by M. Ruggenthaler, M. Penz, and D. Bauer, J. Phys. A 42, 425207 (2009).
[15] An alternative formulation is to replace the left-hand side of Eq. (5) with \((1/m) \nabla \cdot [n_{\phi}(r,t) \nabla \psi(r,t)]\). Subtracting Eqs. (3) and (5) then gives \(\Delta \psi(r,t) = 0\), where \(\Delta n(r,t) = n_{\phi}(r,t) - n_{\text{eff}}(r,t)\). The given initial conditions \(\Delta n(0,0) = 0\), \(\Delta n(r,0) = 0\) then guarantee \(\Delta n(r,t) = 0\) for all \(t > 0\). Existence and uniqueness of the solution, for \([\psi(r,t), |\Psi(t)|]\), to this modified formulation is then a necessary and sufficient condition for unique \(\psi\)-representability of the chosen target density \(n_{\text{eff}}(r,t)\). However, this formulation makes \(\psi(r,t)\), as defined by Eq. (5), a more complicated functional of \(|\Psi(t)|\). The distinction between these two formulations is left for future work.
[20] Here we have assumed, further, that \(t\) and \(x\) differentiation may be interchanged and that this interchangeability survives as \(t \to 0^+\).
[24] Since Eq. (A2) is of second order, the complementary function in the general solution for \(u(r,t)\) contains a second term, in addition to \(\phi_0(r,t)\). It, too, has been eliminated in the solution in Eq. (A6).