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Optical Thomson scatter from a laser-ablated magnesium plume
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(Received 6 July 2009; accepted 21 September 2009; published online 28 October 2009)

We have carried out an optical Thomson scatter study of a KrF laser-ablated Mg plume. The evolution of the electron temperature and density at distances 2–5 mm from the target surface has been studied. We have observed that the electron density falls more rapidly than the atomic density and believe that this is a result of rapid dielectronic recombination. A comparison of the electron density profile and evolution with simple hydrodynamic modeling indicates that there is a strong absorption of the laser in the plasma vapor above the target, probably due to photoionization. We also conclude that an isothermal model of expansion better fits the data than an isentropic expansion model. Finally, we compared data obtained from Thomson scatter with those obtained by emission spectroscopy under similar conditions. The two sets of data have differences but are broadly consistent. © 2009 American Institute of Physics. [doi:10.1063/1.3251366]

I. INTRODUCTION

There is a great deal of interest in laser-ablated plumes at temperatures of ~1 eV due to their significant technological potential.1–7 For example, in pulsed laser deposition (PLD) of thin films, the technique has the advantages of preserving the stoichiometry of the target material, having an energy source located outside the vacuum vessel and being capable of rapid growth rates. The plume conditions are of great interest to scientists developing the techniques and have been investigated with a variety of diagnostics.8–13 Recently we have implemented spectrally resolved optical Thomson scatter from such plasmas.14 This is a powerful diagnostic tool15–18 that has been applied to a variety of plasmas including tokamaks,19,20 high temperature laser plasmas,21 as well as rf discharge plasmas and arc discharges.22–24 However, only very little work has been done on this diagnostic technique for laser ablation plumes of the sort that are interesting for PLD work, for example, Ref. 25. In this paper, we present a study of Thomson scatter from laser-ablated plumes that expands on the preliminary paper published earlier.14

II. EXPERIMENTAL

Figure 1 shows a schematic of our experiment. The plasma is created with a KrF laser (Lambda Physik LPX 210i) of 20 ns [full width at half maximum (FWHM)] duration at 248 nm. Random phase plates are used with a pair of cylindrical lenses to create a 1 μm2 spot resulting in ~9 J/cm2 onto a rotating Mg block (the intensity on target was thus ~0.5 GW cm−2). At a controlled delay time, a frequency doubled Nd:YAG (yttrium aluminum garnet) pulsed laser (9 ns, 400 mJ at 532 nm) is used to probe a slice of the plume at a predetermined distance from the target surface at delays ranging from 100 ns to 1 μs.

The probe is loosely focused (f/200) with a focal spot diameter ~0.5 mm FWHM. The scattered radiation at 90° was collected by a lens and relayed to the imaging double grating spectrometer (SPEX 750 spectrometer, 1200 l/mm, dispersion 5.7 Å/mm) which was fitted with an Andor intensified charge-coupled device (ICCD) camera with a 10 ns gate, synchronized to collect the scatter signal and thus allowing a great reduction in plasma self-emission recorded. The image of the plasma plume was focused onto the spectrometer slit so that the lateral expansion direction, parallel to the target surface, was imaged along the slit length so as to give spatial resolution in that direction. The imaging was 1:1 from the slit to the CCD input. The spatial resolution along the axial direction is provided by moving the relative position of the 2ω probe beam and target. The spatial resolution in the axial direction was given by the slit width, which was 100 μm.

Great care was taken to equip the chamber with opaque materials and apparatus to reduce the stray light; part of it is represented in Fig. 1. The scattering signal was averaged over a minimum of 500 shots with the lasers running at 10 Hz, giving a good reproducibility. The detection system was calibrated by filling the chamber with 4 mbars of Ar gas. The known Rayleigh scatter cross section for this gas27 could...
and more shots. A rise of target, the experiment was repeated with lower laser energies in the collective scatter regime. Also shown is the fitting to the Raman satellites by fitting them to a Gaussian to be subtracted from the signal. The scattering parameter is proportional to the density of atoms, does, however, follow this density scaling powerlaw. We can see this in Fig. 4(a) where we have plotted the normalized Rayleigh signal and Thomson scatter signals. We fitted a power law of the form $\alpha r^{-3}$ to the density of atoms (given by the Rayleigh peak intensity) and a fit of the form $br^{-3}e^{-t/t_0}$ to the electron density. Here $a$ and $b$ are constants and $t_0$ plays the role of a typical time scale for reduction in the average ionization. Experimentally, we estimate this to be $\sim 230$ ns. There are two possible ways in which the ionization can be seen to drop, both of which may occur. First, the plasma reaching the measurement point later in time originates from deeper inside of the target surface. It is therefore possible that, due to nonuniformity of the initially heated slab, it has a lower level of ionization to begin with and this is reflected in the lower electron density measured at a fixed point later in time. Another option is that recombination of the electrons with the ions is occurring. In order to tell if recombination is occurring, we can follow a fluid element of the plasma in time along the axial expansion. We can do this, if we have an estimate of the expansion velocity, spanning the expected values from experiment and simulation under the same conditions. It is clear from the results that the electron density does indeed fall faster than expected for a simple 3D expansion.

Three major recombining mechanisms can be considered: radiative recombination (RR), dielectronic recombination (DR), and three-body recombination (3BR). RR and 3BR rates were calculated using the semipirical formulas used by earlier workers. For RR, an electron density of $10^{17}$ cm$^{-3}$ and a temperature of 1.5 eV would give a recombination time for singly ionized Mg of $\sim 30$ ms with longer time scales as the density and temperature fall later in the expansion. For 3BR, under the same conditions, the recombination times are $\sim 8$ $\mu$s to the ground state and $\sim 3$ $\mu$s to the first excited state. Less bound levels recombine.
more readily with this mechanism, but higher levels close to
the ionization edge can also be collisionally ionized again
very easily. With density falling rapidly this mechanism, with
its strong density scaling, cannot account for the drop in
ionization.

As pointed out by Thum-Jaeger et al.,33 reliable experi-
mental values of the DR rates coefficient can be difficult to
obtain. However, experimental measurement of the DR cross
section, made by crossing beams of electrons and singly ion-
ized magnesium, Mg⁺ (Refs. 35 and 36) suggests a cross

section that is consistent with recent calculations of Altun
et al.37 Using the fits of Altun et al. we obtain a DR rate of
$4 \times 10^{-11}$ cm$^3$ s$^{-1}$ for $T=1.5$ eV. This means that at
$N_e=10^{17}$ cm$^{-3}$, we should have a typical recombination
time of order 250 ns. Of course the recombination rate falls with
density and thus the time scale lengths during the expan-
sion, but we can see that at least initially, it is consistent with
the empirically derived time scale from the data in that, un-
like RR and 3BR, the range of time scales is short enough to
allow recombination to be accounted for in the data. We
should inject a note of caution and remember that the DR
rates are subject to density effects that reduce the recombi-
nation rate by removing bound states close to the ionization
limit, but are also subject to electric field effects that can
enhance the rate. The complex environment of the ablated
plasma is not a good testbed to make confident assertions
about the DR rate. Nevertheless, our point here is that, from
the experimental evidence, recombination is occurring on a
time scale of a few hundreds of nanoseconds and DR seems
to provide a feasible mechanism, while the other rates con-
sidered seem to be too slow.

Turning to the electron temperature, this is found to de-
cay with a dependence close to $T_e \propto t^{-1}$ at 2 mm from
the target moving to a slower decay further out. This is in agree-
ment with previous experiments and analytical calculation.38

FIG. 3. (Color online) Evolution of the electron density and temperature with time delay, for the plasma probed at (a) 2 mm, (b) 3 mm, (c) 4 mm, and (d) 5 mm from the target.

FIG. 4. (Color online) (a) Evolution of normalized electron density (filled squares) compared to normalized Rayleigh scattering intensity (filled circles), which is proportional to the number density of atoms in the plasma plume 2 mm from the target surface. The dashed line is a fit to $N_e \propto (t_0 - t)^{-3}$, where $t_0=230$ ns. (b) Plot of interpolated electron densities taken at each of the four spatial positions assuming three different expansion velocities (note that all three cases share the data point at 200 ns). The solid line is a fit to $N_e \propto t^{-5.7}$.37
rate. For example, the decay rate without necessarily affecting the density decay trons to make a large change in the electron temperature energy has fallen to much less than the ionization energy, $I_e$ become important at a time when the free electron thermal transfer of energy to electrons by 3BR which is expected to with a simple adiabatic expansion and may be explained by $/H11351$ recombination corresponds typically to $/H9262$ s decay time mentioned above is $/H11011$ This cooling rate is slower than the $T_e \propto r^2$ decay expected with a simple adiabatic expansion and may be explained by transfer of energy to electrons by 3BR which is expected to become important at a time when the free electron thermal energy has fallen to much less than the ionization energy, $I_e$. According to Rumbsy et al. $/H9262$ in this situation a very small 3BR rate can lead to sufficient energy transfer to the electrons to make a large change in the electron temperature decay rate without necessarily affecting the density decay rate. For example, the $\sim 8 \mu s$ decay time mentioned above is slow compared to the $\leq 1 \mu s$ evolution of the plume observed and does not account for the ionization drop, but each recombination corresponds typically to $\sim 10$ eV (i.e., $I_e + 1.5kT_e$) and a rate of energy transferred to the free electrons of around $1.3$ eV/$\mu s$ per electron.

### B. Comparison with plume expansion models

We can compare the density data to simple plume expansion models assuming either isentropic or isothermal expansions. In the former, it is usual to expect a Gaussian spatial profile of density, and in the latter a parabolic spatial and temperature profile. In Fig. 5, we can see the electron density spatially resolved across the plume in the direction parallel to the target surface. A comparison of spatial width of the Rayleigh signal from different times indicated that the average radial expansion velocity of the plume was $4.7 \pm 0.6 \times 10^5$ cm s$^{-1}$. We can see in Fig. 5 that the ionization is lower in the outer part of the plume and that the electron temperature drops as we move to the outer part of the plume. A fit to the temperature profile can be made with either a Gaussian or parabolic form. We see that both cases yield more or less equally good fits, the parabolic case being what is expected from an isentropic expansion, while an isothermal expansion should have no gradient. Turning to density, in the lower part of the figure, we can see that a Gaussian fit to the profile, while not perfect, is in better agreement with the general shape than the parabolic profile—the larger range of the density parameter compared to temperature helps to highlight the difference between the curve fits. This implies that, while there is a temperature gradient, it is shallow enough for the isothermal solution to fit best to density. It is worth noting that for the $\sim 1$ eV temperatures seen in Fig. 5 the electron thermal velocity exceeds the expansion speed thus allowing efficient thermal diffusion across the plasma.

In Fig. 6, we can see the effect of fitting to a double Gaussian and a double parabolic profile, i.e., two profiles with different scale lengths and amplitudes. As we can see, the double Gaussian case gives a better fit than the parabolic and fits better than a single Gaussian profile. Analysis of the best fit parameters suggests two populations of atoms, a smaller one with a lateral velocity of $\sim 10^6$ cm s$^{-1}$, similar to the axial velocity fits and one with a lateral velocity of $\sim 2.6 \times 10^5$ cm s$^{-1}$, substantially less than the average lateral velocity inferred from the single Gaussian fit. Multicomponent plumes have been observed in the past, for example, using LIF. One possible interpretation is that the faster plume comes from a plasma created and heated during the beam interaction and that the slower moving component is a result of evaporation from the melt pool on the surface of the solid target. In the axial direction, we only have four positions so we cannot sensibly attempt to fit a double Gaussian spatial profile; a slow component may not even reach the first spatial position at 2 mm until late in time. The axial velocity of expansion is expected to be greater than the lateral expansion, but the aspect ratio should depend on factors such as the focal spot size. For a plume coming from the melt pool and one from the plasma above the surface, we do not necessarily expect the same aspect ratio. Better spatial resolution along the axial direction may be a key parameter in future experiments.

Apart from the density and atomic mass of the target, the input parameters to the models discussed in Ref. 31 include...

![FIG. 5. (Color online) (a) Lateral profile of the electron density and temperature at 2 mm from the target surface and 200 ns after heating. The solid and dashed lines correspond to Gaussian and parabolic fits to the temperature profile. (b) Electron density normalized to the Rayleigh scatter with both Gaussian (solid line) and parabolic (dashed line) fits to the Rayleigh profile.](image)

![FIG. 6. Normalized lateral profile of the Rayleigh scatter at 2 mm from the target surface and 200 ns after heating. The solid and dashed lines correspond to double Gaussian and double parabolic fits.](image)
the dimensions of the focal spot (in this case $1 \times 1$ mm$^2$) and the depth of the initial melt layer that provides the plume vapor. The estimation of this depth is an important parameter. Using a simple model presented in Ref. 39, we use the thermal conductivity, melting point (903 K), latent heat of vaporization and reflectivity (0.84) of the Mg target to estimate a threshold fluence for ablation of 1.3 J cm$^{-2}$. Using this, we go on to estimate a melt depth of 1.3 $\mu$m per pulse. This gives a vapor mass of 2.3 $\mu$g for a $1 \times 1$ mm$^2$ focal spot. A detailed computer simulation, using a two-dimensional hydrocode, indicated a vapor mass of $\sim$2 $\mu$g with an axial expansion speed of $1.2 \times 10^6$ cm s$^{-1}$. This latter number is in broad agreement with experimental expansion velocities of $1.7 \times 10^6$ cm s$^{-1}$.

In Fig. 7, we can see the comparison of the expansion models with the data. Because the Rayleigh signal for the metastable Mg I state is two orders of magnitude greater than for the ground state of either the neutral or ionized species, we cannot reliably use this as a density diagnostic since it is very sensitive to even a small metastable population. Instead, we have assumed that at the highest density conditions at 2 mm distance ($\sim 10^{17}$ cm$^{-3}$), we have local thermodynamic equilibrium (LTE) at 1.5 eV; thus we obtain an average ionization of 1.7 and use this to estimate atomic densities from the electron density. Using this, we can match the predicted density for the isothermal expansion case early in time, but only by assuming substantial absorption in the vapor plume that reduces the effective fluorescence on the solid surface to $\sim 1.7$ J cm$^{-2}$. For the isentropic expansion, we would need to assume an even smaller effective absorption at the solid surface and in general we can see that we do not get a good match in the time at which peak density is reached at a given distance from the target. At both distances, we can see that the predicted density, which is based on a fixed ionization degree, falls more slowly than the experimental value. This is consistent with recombination of the electrons as discussed above. We note that in Ref. 39 the ablated depth per pulse for Cu targets using this model was compared with experimental data using a similar KrF laser at similar fluences up to 8 J cm$^{-2}$. In that case, a good match was found when the absorption was reduced from the standard reference value of 0.6–0.03 to account for the shielding effect of the plasma vapor generated.

The predicted vapor mass is now only 0.12 $\mu$g, substantially lower than seen in the simulation in Ref. 32. One candidate for absorption is inverse bremsstrahlung. A detailed treatment would need to account for the ignition of the plasma and the propagation of the beam all the way to the critical density surface, which for a KrF laser is at $\sim 1.6 \times 10^{22}$ cm$^{-3}$. One possibility to consider is the early ignition of the plasma. In the modeling, the laser beam has an average irradiance that varies smoothly across the beam. In the experiment, however, we used random phase plates to give a beam that is smooth on long spatial scales. The mechanism for the operation of phase plates is that they break the beam up into many beamlets with a phase difference between beamlets of $\pi$ or 0 introduced randomly. This means that, at the focal plane, we have overlapping interfering beams with sharp fixed intensity “spikes” on a small spatial scale. In theory these are so closely spaced that thermal conduction is then very effective in smoothing the pressure at the ablation front. It is possible that such spikes in intensity will also ignite a vapor plume into a plasma very easily and earlier in the pulse than would be seen for a truly smooth profile. If ignition occurs early in the pulse, then there might be significant absorption away from the solid density surface, thus explaining the low ablated vapor mass. The inverse bremsstrahlung absorption coefficient is given by

$$\alpha_{\text{bb}} = 3.7 \times 10^6 \frac{Z(N_e)^2}{\nu^2 T^{1/2}} (1 - \exp(-\frac{h\nu kT}{T})) \text{ cm}^{-1},$$

where $T$ is in K and the electron density is in cm$^{-3}$. We can see that at 100 times less than critical density and 2 eV with $Z=2$, the absorption coefficient is still only $\sim 65$ cm$^{-1}$ giving an absorption depth of 150 $\mu$m. If we assume that a typical scale length of the plasma is given by $L \sim V_{\text{exp}}t_p$, i.e., the expansion velocity multiplied by the rise time to the peak of the pulse (about 5 ns in this case) then we get a scale length of only $\sim 60$ $\mu$m. This shortens close to critical density, but then the higher densities are closer to and thermally more strongly coupled to the solid bulk, thus reducing the effect of absorption at critical density on ablated mass.

A possibly more important role may be played by photoionization of metastables by laser light in the plume. During the pulse, in the high density vapor close to the target, we would expect the metastable $^3P^0$ term in Mg I to be heavily populated. This level has an ionization potential of 4.9 eV, just below the 5.0 eV photon energy of the KrF beam. Evidence of these metastable states is seen in the data displayed above. The cross section for photoionization from this meta-
stable level is 1.4 x 10^{-17} \text{ cm}^2. This means that for a metastable density of 100 times less than critical, the absorption length is only \sim 5 \mu m and we can see that strong absorption is indeed possible. The cross section per atom for photoionization in the initial plume is independent of the plume density and this may contribute to a more uniformly heated initial vapor mass and thus a more uniform temperature in the plume; this helps explain the relative success of the isothermal model in fitting the data compared to the isentropic model. An interesting possibility is in future to compare the results here to data for Mg ablation with a fourth harmonic Nd:YAG laser at 266 nm, with a photon energy just below the photoionization limit of the Mg metastables. This would confirm or refute the importance of photoionization.

IV. COMPARISON WITH EMISSION SPECTROSCOPY RESULTS

It is interesting to compare the results of Thomson scatter with those of emission spectroscopy. Using the same experimental arrangement, we recorded emission spectra for the Mg plume in the 465–480 nm regime. With the imaging system, we retained the spatial resolution in the lateral expansion direction and, in the axial expansion direction, since we make an image of the plume onto the spectrometer slit, we effectively select a narrow region from which emission is recorded. However, the volume sampled is less defined than for the Thomson scatter since we look along a line of sight through the plume. In Fig. 8 we see the strong 3s3p^1P-3s5d^1D emission line at 470 nm.

It is expected that under the experimental conditions here, the principal broadening mechanism is electron impact Stark broadening and we have used this to infer the electron density as a function of time and distance along the plume. We can see in Fig. 8 that the FWHM of the line is greater than 1 nm. By contrast, the contribution from Doppler broadening is estimated at 0.04–0.13 nm using the range of electron temperatures from the Thomson scatter (which is likely to overestimate the ion temperature). In Fig. 9, we can see the temporal history at 2 mm from the target surface. The error bars mainly reflect different choices of \( T_e \), either from the emission spectroscopy (see below) or Thomson scatter.

We can see that Fig. 9 shows a slower fall in electron density with time from Stark widths than the equivalent Thomson scatter data. This may be due to several reasons: uncertainty in the Stark parameters, averaging through a line of sight through the plume, or higher ion temperature and thus Doppler width than expected. At lower density, the latter becomes a more important contribution to the width. For determination of the temperature from spectral emission, we have studied a wider spectrum using the same collection optics but feeding the signal into a smaller 1/8 m spectrometer with lower dispersion fitted with a 400 line/mm grating blazed at 400 nm. The system was calibrated with a Zn/Hg/Cd lamp. The BK7 exit window limited the lower spectral cutoff to 370 nm. Nevertheless, we recorded spectra, as seen in Fig. 10, with seven Mg I lines identified. Other smaller features were unidentified but could come from the.
1% impurity content. The advantage of the lines used is that they all have an excited state as the lower level, thus reducing the potential impact of opacity.

In order to determine temperature, we have made use of a Boltzmann plot for the different lines, as seen in Fig. 11, where we can see the resulting plots for two different time delays, again at 2 mm from the target surface. The data do not lie on a perfect straight line as expected for LTE. This may be a result of opacity effects, which would be strongest for the \(3s3p^3D-3s3p^3P\) line at 383.2 nm. This line has an oscillator strength (0.499) that is approximately four times greater than any of the other lines and, for that reason, we have fitted the straight lines ignoring this transition (seen on the plot with upper state 5.95 eV). We see that early in time we get a temperature of \(0.57 \pm 0.16\) eV, which is lower than the 1.5 eV seen from the Thomson scatter. At later time (700 ns) the optical emission gives us \(0.36 \pm 0.08\) eV compared to 0.5 eV from the Thomson scatter. This better agreement at later time may be a result of smaller opacity effects but also may be due to the effect of sampling a line of sight through the plume: we can see in Fig. 5 that the temperature in the outer part of the plume drops to \(\sim 0.5\) eV; thus averaging may lower the spectral temperature seen. At later time we expect the temperature to be more isothermal. We can also note that, in both cases, we have assumed partial local thermodynamic equilibrium (PLTE); in other words, the collisional rates are assumed to dominate over radiative rates in setting the population levels. An earlier paper using a collisional radiative model of Mg (Ref. 42) suggests that in a Mg plume, under similar conditions, the spectral line ratios from MgI may underestimate the actual temperature if PLTE is assumed and that also, time dependent effects are likely to be important in the spectrum formation.

V. CONCLUSIONS

To conclude, we have used Thomson scattering to make direct and fairly unambiguous measurements of the electron temperature and density in a Mg laser produced plasma. The rapid drop in electron density seems to be explained by DR with recent calculations in broad agreement with the time scale seen experimentally. The measured electron temperature varied with a \(r^{-1}\) time dependence; this result is consistent with an expansion of the plasma where 3BR injects energy into electrons, reducing the rate at which the electrons are cooling. Comparison of the experimental electron density evolution in the axial direction and the spatial profile laterally, with simple expansion models, indicates that an isothermal approximation better fits the data than an isentropic expansion. The comparison with the models also indicates a significantly reduced ablated vapor mass, presumably due to significant absorption. The best candidate for the dominant absorption mechanism is photoionization from the metastable state of Mg I. The emission spectroscopy of the plume yields electron density and temperature data that, while broadly consistent with the Thomson scatter data, show some differences that may be due to line-of-sight averaging, opacity, and time dependence of ionization. The comparison is useful in highlighting problematic issues in emission spectroscopy such as volume sampling and opacity. There is evidence from the lateral expansion data that there is a faster plume component, smaller in density than the main plume, that comes from the laser heated plasma above the target surface.
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