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Summary
One-dimensional musical resonators such as strings and tubes can be efficiently modeled in the time domain using digital waveguides. In this paper it is shown how 1-D digital waveguides may also be employed as efficient building blocks in simulations of higher dimensional systems governed by the wave equation. Focusing on synthesis of membrane vibrations driven by external forces, it is shown that all normal modes within a specified bandwidth can be captured with a finite set of extracted waveguides, each representing plane-wave motion in a specific direction. A digital realisation is presented and validated via numerical comparisons. The results of a computational complexity analysis indicate that - if a sufficient number of waveguides can be discarded - synthesis by digital waveguide extraction is more efficient than modal synthesis.

PACS no. 43.75.Zz, 43.75.Hi

1. Introduction

Sound synthesis by physical modelling relies largely on time-domain modelling of elemental vibrating structures, such as strings, tubes, bars, membranes, and plates. This paper addresses the simulation of the (linear) vibrations of a rectangular membrane driven by a point-force, as depicted schematically in 1(a). Membrane vibrations have been simulated with various modelling paradigms, including finite differences [1, 2], digital waveguide meshes [3, 4], and modal approaches [5, 6]. For 2-D problems, the computational complexity of these approaches is of the same order of magnitude, the operational count being proportional to the number of modes below Nyquist [1]. This contrasts with the simulation of the 1-D cousin of the membrane, the string, which - under specific simplifying assumptions - is simulated at much less computational cost with digital waveguides than with the other paradigms. The efficiency derives from the fact that, in its simplest form, a digital waveguide consists only of a pair of delay-lines that can be implemented as circular buffers at minimal cost using pointer arithmetic [7]. This benefit is lost in the 2-D version, since conventional arithmetic is required at each node of a digital waveguide mesh.

Figure 1. (a) Rectangular membrane driven by a force at position \((x_0, y_0)\), while the velocity is observed at the coordinates \((x_p, y_p)\). (b) Global structure of the digital waveguide extraction (DWE) model, which computes velocity at discrete-time instants \(t = nT\), where \(T\) is the sampling period. Each block \(H_n(z)\) represents an extracted digital waveguide that simulates plane-wave motion in a specific direction.

In search of efficiency, various authors have found ways of reducing 2-D and 3-D wave motion to delay-line structures. Directly relevant to the current study is the synthesis method proposed by Aramaki [8], which consists of a parallel set of digital waveguides, each capturing a specific sub-group of normal modes. Another closely related study is that by Esl [9], who investigated how the motion of a circular membrane can be modeled - much like with geometrical methods - by iterating a fundamental solution. However, neither of these approaches led to improved membrane synthesis efficiency. Bilbao [10] showed that an initial...
value problem for an ideal square membrane with free boundary conditions can be solved by grouping modes into harmonic subsets, each of which can be simulated with a digital waveguide. The advantage compared to Aramaki's approach is that it does not involve large-order phase-adjusting loop filters, thus enabling greater efficiency. However it has not been detailed how to deal with external driving forces, propagation losses, non-square domains, and fixed boundary conditions.

This paper extends, refines, and re-evaluates the idea of synthesis via capturing harmonic subsets with digital waveguides, in application to rectangular membranes with free or fixed boundaries and driven by one or more external forces. The resulting digital waveguide extraction (DWE) model, which can be seen as a generalisation of Bilbao's approach, computes membrane velocities at discrete-time instants, and takes the form depicted in Fig. 1(b).

2. String Waveguide Model

The transversal motion of an ideal string driven by external forces is governed by [11]

\[ w_{tt}(x,t) = c^2 w_{xx}(x,t) + (\rho A)^{-1} f(x,t), \]

where \( w \) denotes string displacement, and \( c = \sqrt{T/(\rho A)} \) is the wave velocity that depends on tension (\( T \)), mass density (\( \rho \)), and string cross-sectional area (\( A \)). Here \( w_{xx} \) and \( w_t \) denote the second derivative of \( w \) with respect to the spatial coordinate (\( x \)) and time (\( t \)), respectively, and \( f(x,t) \) denotes force density.

From the well-known D’Alembert solution to the wave equation, it follows that the velocity at any point is the sum of the forward- and backward travelling wave at that point. Assuming free boundaries (which is suited to the purposes of this study), an observation position \( x_p \), and a driving force at a single position \( x_e \), i.e. \( F_e(t) = \int \delta(x-x_e)f(x,t)dx = f(x_e,t) \), the string may be modelled as depicted in Fig. 2. Each of the blocks represents the time it takes for a velocity wave to travel between two points on the string, and these delay values are expressed in terms of the time-delay parameters \( \tau = L/c \), \( \tau_e = x_e/c \), and \( \tau_p = x_p/c \). This waveguide model can be thought of as the continuous model underpinning a digital waveguide string model [7], the driving source of which can be modeled by adding the signal \( F_e(t)/(2Z_0) \) to the local velocity waves in both directions, where \( Z_0 = \rho Ac \) is the characteristic impedance.

From Fig. 2, the Laplace-domain transfer function of the string model can be deduced to be:

\[ H(s) = \frac{1 + re^{-2\tau_e}}{2Z_0(1 - r^2e^{-2\tau_p})} \] \( (2) \)

and it can be shown - using Laplace and Fourier transforms - that the corresponding impulse response can be written

\[ h(t) = \left( \frac{1}{2Z_0}\tau \right) \left( 2 + \sum_{m=1}^{\infty} \left\{ \cos[\omega_m(t + \tau_e - \tau_p)] - \cos[\omega_m(t + \tau_e + \tau_p)] - \cos[\omega_m(t - \tau_e + \tau_p)] \right\} \right), \]

3. Modal Formulation of Membrane Response

Considering the spatial coordinates (\( x, y \)), the equation of motion for a lossless membrane driven by external forces is [11]

\[ w_{tt}(x,y,t) = c^2 \Delta w(x,y,t) + (\rho b)^{-1} f(x,y,t), \]

where the wave velocity \( c = \sqrt{T/(\rho b)} \) depends on the membrane tension per unit length (\( T \)), the mass density (\( \rho \)), and the membrane thickness (\( b \)). Applying forced-motion analysis (see, e.g. [12]) and assuming fixed or free boundaries, the velocity response at pick-up position (\( x_p, y_p \)) to an impulse force applied at (\( x_e, y_e \)) can be derived and formulated in modal form as follows:

\[ h(t) = \frac{1}{\frac{1}{2} \rho b L_x L_y} \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} W_{lm} w_{lm} \delta(x-x_e) \delta(y-y_e) h_{lm}(t) \]

where \( h_{lm}(t) = \cos(\omega_{lm} t) \) represents the response of a single mode indexed by \( (l,m) \), \( W_{lm}(x,y) \) is the mode shape function, and \( r \) denotes the boundary reflection coefficient. For fixed boundaries, we have \( r = -1 \) and

\[ W_{lm}(x,y) = \sin(l\pi x/L_x) \sin(m\pi y/L_y), \]

while for free boundaries, we have \( r = 1 \) and

\[ W_{lm}(x,y) = \cos(l\pi x/L_x) \cos(m\pi y/L_y). \]

For either boundary condition, the modal frequencies are

\[ \omega_{lm} = \pi c \sqrt{\frac{l^2}{L_x^2} + \frac{m^2}{L_y^2}} \]
4. Waveguide Extraction

This section shows how the solution to the 2-D membrane problem can be decomposed into a set of 1-D waveguide solutions. The key notion is that the membrane motion can be considered as sum of plane wave motions:

\[ h(t) = \sum_{q \in Q} h_q(t), \]  

where \( Q \) is the collection of all possible directions. For investigating plane waves from a modal perspective, we consider a subset of (5) by setting

\[ l = kq_x, \quad m = kq_y, \quad k = 1, 2, 3, \ldots \]  

where \( q_x \) and \( q_y \) are integers and \( q = q_x/q_y \) represents the direction of wave travel. To avoid a direction being represented multiple times, \( q_x \) and \( q_y \) are restricted to mutually prime pairs [10]. Limiting ourselves to plane waves in one direction in a membrane with fixed edges then yields a subset impulse response function

\[ h_q(t) = \frac{4}{pbL_xL_y} \sum_{k=1}^{\infty} W_k(x_e, y_e) W_k(x_p, y_p) \cos(\omega_k t), \]  

with the normal modal shapes

\[ W_k(x, y) = \sin(kq_x \pi x/L_x) \sin(kq_y \pi y/L_y), \]  

and where the normal mode frequencies now form a harmonic subset:

\[ \omega_k = \pi c \left( \frac{k^2 q_x^2}{L_x^2} + \frac{k^2 q_y^2}{L_y^2} \right) = \pi c \left( \frac{k}{L_q} \right), \]  

where \( L_q = (L_x L_y)/\sqrt{q_x^2 L_y^2 + q_y^2 L_x^2} \). Note that we can also write

\[ \frac{1}{L_x L_y} = \frac{\omega_k}{k \pi c \sqrt{q_x^2 L_y^2 + q_y^2 L_x^2}}. \]  

Equation (12) can be written

\[ W_k(x, y) = -\frac{1}{2} \left\{ \cos \left[ k \pi \left( \frac{q_x x L_y + q_y y L_x}{L_x L_y} \right) \right] - \cos \left[ k \pi \left( \frac{q_x x L_y - q_y y L_x}{L_x L_y} \right) \right] \right\}. \]  

By substitution of (14) and then substituting the resulting equation into (11), it can be found that \( h_q(t) \) can be written as follows:

\[ h_q(t) = h_{e_{1,p_1}}(t)+h_{e_{1,p_2}}(t)+h_{e_{2,p_1}}(t)+h_{e_{2,p_2}}(t), \]  

where each of the four terms is of the form

\[ h_{e,q}(t) = \frac{L_q}{2L_x L_y} \left( \frac{1}{2Z_0 \tau_q} \right) \sum_{k=1}^{\infty} \left\{ \cos [\omega_k(t + \tau_e + \tau_p)] + \cos [\omega_k(t - \tau_e - \tau_p)] \right\}, \]  

and where \( \tau_q = L_q/c \) and \( Z_0 = \rho bc \) is the characteristic impedance of the membrane. Comparing (17) to (3) reveals that equation (17) equals the impulse response of a string with free boundaries and of length \( L_q \), wave speed \( c \), and characteristic impedance \( Z_0 \), but without the zero-frequency mode contribution, and with additional scaling by \( L_q/(2L_x L_y) \). This means that in order to model the membrane with 1-D waveguides, we must replace the 1/(2Z0) scaling factor as used in the waveguide string model (see Fig. 2) with

\[ g_q = \frac{L_q}{2L_x L_y}, \quad \frac{1}{2Z_0} = \frac{L_q}{4Z_0 L_x L_y}. \]

In the sum of terms in (16), the zero-frequency mode contributions cancel each other out when each term is modelled as a 1-D waveguide string model.

Repeating the above derivations for free boundaries yields the same result, apart from the minus sign in (16), which becomes a plus sign. Hence a more general form is given in by

\[ h_q(t) = h_{e_{1,p_1}}(t)+h_{e_{1,p_2}}(t)+h_{e_{2,p_1}}(t)+h_{e_{2,p_2}}(t), \]  

Since the four waveguide string models have the same effective length, the output for a plane-wave subset \( q \) may in fact be modeled using a single extracted waveguide model, in which the force signal is injected additively at two points along the system \( x \)-axis,

\[ \alpha_x = \frac{q_x x L_y + q_y y L_x}{\sqrt{q_x^2 L_y^2 + q_y^2 L_x^2}}, \quad \beta_x = \frac{q_x x L_y - q_y y L_x}{\sqrt{q_x^2 L_y^2 + q_y^2 L_x^2}}. \]

and in which the output velocity is the sum of the values at extraction points

\[ \alpha_p = \frac{q_x x L_y + q_y y L_x}{\sqrt{q_x^2 L_y^2 + q_y^2 L_x^2}}, \quad \beta_p = \frac{q_x x L_y - q_y y L_x}{\sqrt{q_x^2 L_y^2 + q_y^2 L_x^2}}. \]
The block diagram for this arrangement is depicted in Fig. 3. As holds for an initial-value problem for a square membrane with free edges [10], the extracted-waveguide coordinates may take on values outside the range \([0, L_q]\), in which case they must be reflected into that range. A simple and numerically insensitive way to reflect the spatial coordinate \(\chi\) to \(\hat{\chi}\in[0, L_q]\) is

\[
\hat{\chi} = \left( 1 - \left| 1 - \left( \frac{\chi}{L_q} \mod 2 \right) \right| \right) L_q. \tag{22}
\]

5. Digital Realisation

The digital waveguide extraction (DWE) synthesis model takes the form of Fig. 1(b), i.e. a parallel set of 1-D digital waveguides. The discretisation of the extracted waveguides is performed following principles and techniques of the well-known digital waveguide modelling approach described in detail by Smith [7], which leads to the structure depicted in Fig. 4. The integer part of the time delay \(\tau_0\) is realised with a digital delay-line of length \(N = \lfloor L_q/(cT) \rfloor\), a Thiran all-pass (AP) filter is employed to model the sum \(D = 2(L_q/(cT) - N)\) of the fractional parts of the lengths of the upper and lower delay-line. In order to simulate propagation losses, a linear-phase FIR filter [13] is used, although alternatively an IIR filter [14] can be employed. For maximum efficiency, the lowest possible filter orders are used here. That is, a first-order all-pass filter, which can be implemented with a single multiplier, is employed at the right-hand termination of Fig. 4, and a second-order FIR loss filter models the lumped propagation losses, which can be realised using just two multipliers. Since a second-order linear-phase FIR loss filter has a phase delay of exactly one sample, we may replace one of the unit delays of either the upper or lower delay-line with such a FIR section without affecting the overall loop delay time. For large membranes, cascaded FIR sections may occasionally be needed for the longer waveguides.

6. Reduced DWE Model

Musical sounds and other audio signals usually have a large part of their energy in the low-frequency range, and therefore it is worth considering a fidelity frequency \(f_c \leq 0.5 f_s\) above which accuracy is traded off against efficiency, the underlying hypothesis being that this frequency can be chosen so that no or little significant perceptual change is affected [10]. Computational savings are then made by only including digital waveguides that have a fundamental lower than \(f_c\), which leads to a reduced, less costly DWE model. As an example, Fig. 5 demonstrates the modes that are captured by a reduced DWE model \((f_c = 0.25 f_s)\) in the case of a rectangular membrane \((L_x = 7.5X, L_y = 5X)\) with fixed boundaries. Note that all modes with frequencies below the \(f_c\) limit are captured, but that the DWE model naturally also produces a number of modes above \(f_c\). In other words, some high-frequency detail always remains.

7. Multiple Outputs and Inputs

In audio applications of the membrane model, it is often desirable to work with multiple inputs and out-
puts. This requires that for \( N_{in} \) inputs and \( N_{out} \) membrane outputs, each digital waveguide has \( 2N_{in} \) injection points and \( 2N_{out} \) extraction points. Regarding modal synthesis, a realisation with multiple inputs and outputs requires, as with the functional transformation method [5], \( N_{in} \) coefficients at the input side and \( N_{out} \) coefficients at the output side. This leads to \((N_{in} + N_{out})\) coefficients per mode, in addition to two coefficients per (lossy) oscillator.

8. Numerical Results

In order to investigate the validity of the DWE model and to inspect the degradation of the output signal when the model captures a reduced set of modes, the output velocity of a fixed-boundary membrane was calculated, using a short Gaussian pulse force input signal. This calculation was performed with the full modal model and with three DWE models, using the fidelity frequencies \( f_s = 0.5f_e, f_s = 0.2f_e, \) and \( f_s = 0.1f_e. \) All models used a sampling frequency \( f_s = 44100 Hz. \) The resulting magnitude spectra, shown in Fig. 6, confirm that a decrease in \( f_s \) results in a reduction of the bandwidth in which the modal and the DWE model produce a similar spectrum.

9. Computational Complexity

In analysing the computational complexity, the number of runtime multiplies required is taken as the criterion to base any complexity measures on, and a scenario with \( N_{in} \) inputs and \( N_{out} \) outputs is assumed. A further assumption is that the loss filter requires two multiplies, thus any small additional cost that may occur when employing the cascaded FIR design for large membranes with strong loss is neglected. In the DWE model, the number of multiplies per digital waveguide is \( M_{dwe} = 4 + 2(N_{in} + N_{out}) \), while in the modal model, the number of multiplies per mode is \( M_{mod} = 2 + N_{in} + N_{out} \). It can be shown that the number of digital waveguides required to capture all modes of frequency less than \( f_s \) is approximately \( N_{dwe} \approx \frac{6f_s^2S}{(\pi c^2)} \), where \( S = L_x L_y \) is the membrane surface area. The total number of modes generated by these \( N_{dwe} \) digital waveguides is approximately \( N_{mod} \approx (2f_s/c) \sqrt{\eta N_{dwe} S} \) where \( \eta = 1/3 \) for fixed boundaries and \( \eta = 2/5 \) for free boundaries. The output generated by the DWE model with fidelity up to \( f_s \) could also be calculated with a reduced modal model in which the same set of modes is captured. Hence the relative computational complexity of the DWE model may be seen as the ratio of total number of multiplies needed to render that output:

\[
R = \frac{N_{dwe} M_{dwe}}{N_{mod} M_{mod}} = \frac{6}{\eta \pi} \left( \frac{f_s}{f_e} \right).
\]  

In order to estimate the overall reduction in complexity, we define a second complexity measure, \( R \), that compares the reduced DWE model to a full
modal model (that captures all $N_{\text{mod}}$ modes below Nyquist):

$$\tilde{R} = \frac{N_{\text{dug}}M_{\text{dug}}}{N_{\text{mod}}M_{\text{mod}}} = 2\sqrt{\frac{6}{\eta\pi}} \left(\frac{f_s}{f_s'}\right)^2.$$  

(24)

Fig. 7 shows $R$ and $\tilde{R}$ as a function of $f_s/f_s'$. From the $\tilde{R}$ plots it can be seen that the DWE model is more efficient than a modal model that generates the same sound as long as the fidelity ratio $f_s/f_s'$ is less than around 0.42, and that the associated complexity reduction is around 40% for $f_s/f_s' = 0.25$. The $\tilde{R}$ plots indicate that the overall reduction in complexity is about 70% for $f_s/f_s' = 0.25$.

10. Concluding Remarks

We have shown how membrane vibrations may be modeled and digitally synthesised as the sum of the outputs of a set of extracted digital waveguides, each representing plane-wave motion in a specific direction. The computational complexity of the model - defined here as the total number of required multiplies - may be reduced by only including digital waveguides of a fundamental frequency less than a chosen fidelity frequency ($f_s$), and thus capturing fewer system modes, at the cost of decreased accuracy. Our comparisons have indicated that for fidelity frequencies smaller than about 84% of the Nyquist frequency, the DWE modelling approach affords greater complexity reduction of this kind than a modal approach that discards the same number of modes.

A question that naturally arises from these findings is how small one may choose $f_s$ before any perceptual difference occurs. Preliminary listening tests using a 44.1kHz sample rate have indicated that, in general, no difference is perceivable if $f_s$ is at least about half of the Nyquist frequency. This means that - compared to a full modal model - an overall reduction in computational complexity of 70% can be made.

A further question that could be addressed by future research is whether the principle of using 1-D waveguides to model higher-dimensional systems can also be applied to objects of different characteristics or geometry.
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