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Adaptive calibration of a three-microphone system for acoustic waveguide characterization under time-varying conditions
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The pressure and velocity field in a one-dimensional acoustic waveguide can be sensed in a non-intrusive manner using spatially distributed microphones. Experimental characterization with sensor arrangements of this type has many applications in measurement and control. This paper presents a method for measuring the acoustic variables in a duct under fluctuating propagation conditions with specific focus on in-system calibration and tracking of the system parameters of a three-microphone measurement configuration. The tractability of the non-linear optimization problem that results from taking a parametric approach is investigated alongside the influence of extraneous measurement noise on the parameter estimates. The validity and accuracy of the method are experimentally assessed in terms of the ability of the calibrated system to separate the propagating waves under controlled conditions. The tracking performance is tested through measurements with a time-varying mean flow, including an experiment conducted under propagation conditions similar to those in a wind instrument during playing.
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I. INTRODUCTION

Experimental characterization of one-dimensional acoustic waveguides has seen much interest over the years, finding application in several fields, including noise control, non-destructive testing, absorption measurement, and musical acoustics. Various measurement techniques and setups have been proposed, differing mainly in the manner of excitation and the number of sensors. The target response usually takes the form of an acoustic impedance or reflection function at a chosen reference section. Alternatively the problem can be framed as the determination of a transfer matrix. Several of such methods have been designed to take measurements in the presence of a steady mean flow. In most cases, the measurements are “non-intrusive” in the sense that wall flush mounted pressure sensors of near-zero input admittance are employed, meaning that minimal interference with the acoustic field can be assumed.

The majority of techniques involve a pre-calibration of the measurement system. This is particularly useful when the object under study has a highly resonant nature, such as a musical wind instrument air column, leading to specific requirements on the frequency resolution and dynamic range. The literature provides several comprehensive overviews of calibration methods for the possible experimental setups. Generally the calibration procedures rely on having constant conditions during the experiment and as such are not suited to characterizing the system under any fluctuations in temperature, humidity or mean flow. The ability to measure in such circumstances is, for example, of interest when the aim is to seek information about the acoustic functioning and control of a wind instrument, including the interaction with the reed or lip. Another application that requires a more adaptive approach to calibration is the measurement of a transient mean flow in a duct using pressure sensors.

The aim of the present study is to develop a non-intrusive method for measuring the acoustic variables in a duct under time-varying propagation conditions, which, under the plane-wave assumption, translates to the problem of separating the traveling waves. In a sense, all one-dimensional (1-D) duct measurement techniques can be considered as wave separation methods because once the impedance and the pressure are known at a specific section, the particle velocity can be determined, from which the forward and backward propagating waves are directly obtained. Nevertheless relatively few studies have been aimed at directly addressing the wave separation problem. Among these, a closely related work is that by Guérard and Boutillon, who developed a multiple-microphone technique in which the normalized particle velocity is estimated as a finite-difference approximation of the pressure gradient. Because the discrete derivative is simply a weighted sum of the microphone outputs, a real-time implementation is straightforward with analog electronics, making the method particularly suited to active control. The wave separation problem can also be approached from a stochastic perspective, which has the advantage of giving a direct handle on the effect of measurement noise on the performance. This approach has recently been investigated through theory and simulations by Naule and Söderström within the constraints typical of control applications. Another recent study of direct relevance is the investigation into nonlinear wave propagation by Rendón et al., in which pulse waves in a trombone are successfully separated using a technique based...
on the classic two-microphone method. However, none of these methods adapt to the conditions, and in all cases, the estimation accuracy is compromised somewhat by neglecting the propagation losses. Kemp et al. perform wave separation using a time-domain method in which the propagation losses are taken into account, with recent application to a trumpet under playing conditions. However, the calibration relies again on having constant conditions, which complicates any modification toward adaptive calibration and limits the technique to studying brief notes.

The novelty of the challenge here is that the fluctuating conditions themselves can generally not be repeated, thus any evolving aspects must be captured instantly from a single acquisition. In addition, the oscillations in the duct may not be under any kind of precise control. This immediately rules out a full pre-calibration of the complete measurement system via prior measurements and also heavily limits the scope for reducing noise effects via averaging. The present authors propose to address the problem by making use of the considerable amount of a priori information about the physical behavior of the system. That is, the measurement system is modeled and characterized across a broad frequency range by a few physical parameters that are then to be estimated. This parametric strategy transforms the calibration question into a nonlinear optimization problem in which one can distinguish between condition-independent parameters, which can be pre-calibrated, and condition-dependent parameters, which need to be tracked over time.

The development of the proposed method centers around the concept of two-microphone wave separation, which represents an appropriately general target problem. In addition, it provides the basis for the formulation of a suitable optimization cost function as well as for the definition of a new validation metric. The calibration is based on the principle of minimizing the difference between two separate estimates of the forward pressure wave as obtained from two microphone pairs within a three-microphone configuration.

The paper is organized as follows. Section II reviews the theory underlying the wave separation problem and presents a three-microphone measurement arrangement that affords calibration. In Sec. III, the estimation of the parameters via optimization is explained. Section IV then discusses experiments designed to assess the performance of the proposed method under controlled conditions. Finally in Sec. V, the tracking performance is tested through measurements with mean flow, including an experiment in which the air flow is supplied by human breath, thus sensing the acoustic variables under fluctuations in temperature, humidity, and mean flow.

II. WAVE SEPARATION

In the following, wave propagation is assumed to be linear, and frequency-domain variables and system transfer functions are written with upper-case letters, omitting the dependence on frequency in the notation. For example, \( P(x) \) denotes the Fourier transform \( P(x, \omega) \) of the time domain pressure signal \( p(x, t) \).

A. Two-microphone wave separation

Consider an acoustic duct with two microphones (\( M_a \) and \( M_b \)) embedded in its wall (see Fig. 1). From the plane-wave assumption, the pressure field inside the duct is described by

\[
P(x) = A \exp(-\Gamma x) + B \exp(\Gamma x),
\]

where \( x \) is the position along the duct, \( \Gamma \) is the propagation constant, and \( A \) and \( B \) are the complex Fourier amplitudes of the traveling waves. From evaluating (1) at the microphone positions, and assuming ideal microphones with flat amplitude and zero phase response, the sensed pressures can be expressed in terms of the traveling waves at the position of \( M_a \) as

\[
\begin{bmatrix}
  P_a \\
  P_b
\end{bmatrix} =
\begin{bmatrix}
  1 & 1 \\
  H & H^{-1}
\end{bmatrix}
\begin{bmatrix}
  \hat{P}_a \\
  \hat{P}_b
\end{bmatrix},
\]

where \( H = \exp(-\Gamma d) \) is a transfer function representing the propagation of a wave over distance \( d = x_b - x_a \), and where \( \hat{P}_a \) denotes \( P(x_a) \). By inverting (2), an estimate of the forward traveling wave can be obtained from the microphone signals as

\[
\hat{P}_a^+ = \frac{P_a - HP_b}{1 - H^2}.
\]

The backward traveling pressure wave estimate can then be determined as \( \hat{P}_a^- = P_a - \hat{P}_a^+ \), and subsequently the pressure waves at any position \( x \) can be obtained by multiplying with the appropriate transfer functions.

It is directly seen from (3) that the estimation error due to measurement noise or other factors becomes large whenever \( H \) is equal to or near unity. As with any two-microphone method, this occurs whenever an integer multiple of half the wavelength equals or is close to the inter-microphone distance, meaning that the system in (2) becomes ill-conditioned. The inter-microphone distance \( d \) must therefore be chosen such that the system can produce accurate results within a target frequency range between the singular frequencies \( f = 0 \) and \( f = c/(2d) \), where \( c \) is the wave velocity. A nominal distance of \( d = 2 \text{ cm} \) is used in this study, which affords a separation bandwidth of about 8 kHz.

B. Waveguide parameters

Equation (3) can be used to obtain an estimate of the forward wave, provided that \( H \) and therefore the term \( \Gamma d \) is

FIG. 1. An acoustic duct section with two wall-embedded microphones (\( M_a \), \( M_b \)) for separating the traveling waves.
known. For pressure waves traveling in a cylindrical duct of sufficient diameter, such that the boundary layers occupy only a very small fraction of the duct’s cross-sectional area, the propagation constant is:

$$\Gamma = j\left(\frac{\omega}{c}\right) + (1 + j)\alpha_w,$$

(4)

where $\alpha_w$ is the attenuation constant associated with viscous drag and heat conduction at the duct wall, which depends on the duct radius $a$ and the frequency $\omega$. Using Pierce’s formula:

$$\alpha_w = \frac{1}{a} \sqrt{\frac{\eta \omega}{2 \rho c^2}} \left(1 + \frac{\gamma - 1}{v}\right),$$

(5)

Eq. (4) can be rewritten as:

$$\Gamma = \frac{1}{c} \left(j\omega + g \sqrt{\rho}\right),$$

(6)

where $g$ is a coefficient that embeds all the losses per unit length,

$$g = \frac{1}{a} \sqrt{\frac{\rho}{\mu}} \left(1 + \frac{\gamma - 1}{v}\right),$$

(7)

and where $\eta$, $\rho$, $\gamma$, and $v$, respectively, are the shear viscosity, the air mass density, the ratio of specific heats, and the square root of the Prandtl number.\textsuperscript{25,26} The transfer function may thus be written as a function of just two parameters ($\tau$, $g$),

$$H = \exp\left[-\tau \left(j\omega + g \sqrt{\rho}\right)\right],$$

(8)

where $\tau = d/c$ represents the time it takes a lossless wave to travel over a distance $d$. Although more refined formulations of $\Gamma$ are possible,\textsuperscript{26} it can be verified experimentally\textsuperscript{27} that (4) is accurate for $|\Gamma a| < 1$.

For estimation under fluctuating conditions, the presence of a small mean flow in the duct has to be considered, as is the case when air is blown into the bore of a wind instrument. This means that the propagation constant takes on a different form depending on the traveling direction:\textsuperscript{9,11}

$$\Gamma^+ = \frac{\Gamma}{1 + M}, \quad \Gamma^- = \frac{\Gamma}{1 - M},$$

(9)

where $M$ is the mean flow Mach number, and where the superscripts “$+$” and “$-$” indicate the positive and the negative traveling direction, respectively. The expressions in (9) only hold for small Mach numbers ($M \ll 1$), in which case the first-order Taylor approximation $(1 + M)^{-1} \simeq 1 - M$ can be employed in defining the transfer functions representing wave travel in either direction over a section distance $d = c\tau$,

$$H^\pm = \exp\left[-\frac{\tau}{1 \pm M} \left(j\omega + g \sqrt{\rho}\right)\right] \simeq H^{(1 \pm M)},$$

(10)

where, on the right-hand side of (10), $H$ is the inter-microphone transfer function of section $m$ in the absence of mean flow as defined by (8).

### C. Three-microphone measurement configuration

The waveguide parameters ($\tau$, $g$, $M$) can be determined via calibration, but this requires additional information, which can be obtained by using more than two microphones. To limit the impact on the system under study, the number of microphones is kept to three. These are labeled $M_1$, $M_0$, and $M_2$, and their relative positions along the duct can be seen in Figs. 2 and 6. The argument for restricting the number of microphones is particularly strong for wave separation in musical wind instruments, which generally have limited space regarding fitting microphones in the wall of any of its cylindrical bore sections.

The signal path for the pressure waves in the proposed three-microphone measurement configuration is depicted schematically in Fig. 2. Each block labeled $H^{m}_{\pm}$ models propagation of a pressure wave over an inter-microphone distance, and the corresponding wave travel times in the absence of a mean flow are denoted $\tau_m$ ($m = 1, 2$). To develop a practical measurement method, the following non-idealities are taken in account in comparison to the two-microphone wave separation discussed in Sec. II A. First, the spacing between the microphones cannot be assumed to precisely equal the nominal value, thus $\tau_1 \neq \tau_2$. Second, characteristics of the microphones and the acquisition system are accounted for by assigning (frequency-dependent) complex amplitudes ($G_1$, $G_0$, $G_2$) to the acquisition channels. The number of additional system parameters to be estimated can be reduced by treating $M_0$ as the reference microphone and defining two inter-channel complex amplitudes,

$$F_1 = \frac{G_1}{G_0} = a_1 \exp(-j\omega \delta_1 T),$$

(11)

$$F_2 = \frac{G_2}{G_0} = a_2 \exp(-j\omega \delta_2 T),$$

(12)

where the frequency-independent constants $a_1$, $a_2$ and $\delta_1$, $\delta_2$, respectively, represent the inter-channel gains and delays, and $T$ is the sampling period. It is worth emphasizing that modeling the sensitivity differences between acquisition

[Diagram of signal path for the pressure waves inside a duct section with three microphones.]

FIG. 2. Signal path for the pressure waves inside a duct section with three microphones. On the input side, $s$ represents the source signal injected into the duct section, first arriving at $M_1$ as a forward-traveling wave. Each of the recorded microphone signals $s_i$ equals the local pressure filtered by the respective acquisition channel response $G_i$ ($i = 1, 0, 2$). $R$ represents the reflection function as seen from $M_2$.\textsuperscript{25,26}
channels with simple constants does not imply that the microphones are assumed to have flat frequency responses; the only requirement is that the microphones have (nearly) identical characteristics, which tends to be sufficiently met when they are of the same type. Including the inter-channel delays is necessary whenever the employed digital acquisition system uses time-multiplexing (this the case for most low-cost multi-channel data acquisition systems), resulting into inter-channel sub-sample delays that need correcting to avoid estimation errors.

From the signal path in Fig. 2, and considering that \( H^*H = H^2 \), the generic two-microphone wave separation formula that replaces (3) after taking into account a mean flow and the non-idealities becomes
\[
\hat{P}_a^+ = \frac{P_a - H^{(1+M)} P_b}{1 - H^2} = \frac{S_a F_a^{-1} - H^{(1+M)} S_b F_b^{-1}}{G_0(1 - H^2)}. \tag{13}
\]

D. Frequency domain processing
In principle it is possible to realize Eq. (13) in the time domain, which amounts to filtering of the discrete-time microphone signals \( s_a[n] \) and \( s_b[n] \), where \( n \) is the time index. Similar linear filtering operations are required in the parameter estimation methods discussed in Sec. III. The common element in these signal processing operations is the modeling of propagation over an inter-microphone distance, which in the frequency domain is expressed as the multiplication with a transfer function of the form of (10). Even though accurate discrete-time formulations are possible,\(^{28,29}\) this invariably involves elaborate filter coefficient calculations for which closed-form expressions are generally not available. Hence time-domain processing would significantly complicate the calibration procedure as well as put limitations on it regarding the use of analytical gradient methods. For this reason, the proposed algorithms largely operate in the frequency domain, allowing direct evaluation of \( H \) in its simple analytic frequency-domain form.

To obtain the Fourier transforms of the acquired microphone signals, the discrete Fourier transform (DFT) is used. Wave separation is performed on the resultant discrete spectra by first evaluating (8) and then applying (3), after which an inverse DFT is used to transform back to the time domain. Linear-phase post-process filtering is applied to remove any frequency components around and above the first singular frequency as well as any components at and near frequency zero. In the parameter estimation procedure, a smooth analysis window is applied before taking a DFT to reduce spectral leakage. Throughout the manuscript, presented simulation and measurement results are obtained using a 100 kHz sampling frequency. The analysis window length is 8192 samples unless stated differently.

E. Calibration and tracking
The calibration problem to be addressed can now be stated as the estimation of eight system parameters, which, grouped into a vector, are
\[
\mathbf{v} = [\tau_1, r, g, a_1, a_2, \delta_1, \delta_2, M], \tag{14}
\]
where \( r = \tau_2/\tau_1 \) is the propagation time ratio. Before discussing how to best estimate \( \mathbf{v} \), it is important to note that it is not possible to estimate the entire parameter vector using a sole acquisition of microphone signals. This is because the effect that the inter-channel delays have on the system is equivalent and directly interchangeable to that of the mean flow, so the problem would be underdetermined. Therefore a distinction is made between tracking parameters and structural parameters. The latter category includes the propagation time ratio and the inter-channel gains and delays; these parameters can be considered as independent of mean flow, temperature, and humidity provided that sufficiently condition-proof sensors are employed. The parameters that, under time-varying conditions, are to be tracked are \( \tau_1, g, \) and \( M \); the parameter \( \tau_2 \) can be determined subsequently as \( \tau_2 = r\tau_1 \). For validation purposes, the methodology is first tested in Sec. IV for controlled, constant conditions without mean flow (thus setting \( M = 0 \)) in which case the estimation of seven parameters can be achieved from a single acquisition.

III. PARAMETER ESTIMATION
A. Equation error cost function
The information embedded in the three microphone signals can be used to estimate the parameters via optimization, which requires the definition of an error and associated cost function. To this purpose, consider employing (13) with two different microphone pairs \((M_1, M_0)\) and \((M_1, M_2)\), resulting into two separate estimates of the forward traveling wave at the position of \( M_1 \),
\[
\hat{P}_{1|10}^+ = \frac{P_1 - H_1^{(1+M)} P_0}{1 - H_1^2}, \tag{15}
\]
\[
\hat{P}_{1|12}^+ = \frac{P_1 - H_1^{(1+M)} H_2^{(1+M)} P_2}{1 - H_2^2 H_2^2}. \tag{16}
\]

At first sight, it may seem that simply squaring the estimator difference \( \hat{P}_{1|10}^+ - \hat{P}_{1|12}^+ \) and summing over a range of frequencies would give a suitable cost function to be minimized. However, because of the system poles (the denominator roots), such a cost function is characterized by many local minima. A similar issue arises in adaptive filter theory in which evaluating the estimator difference would amount to a recursive filtering operation. A common way to address this problem is to break the recursion by replacing the feedback to the estimated filter with the reference signal, which leads to the so-called equation error method.\(^{30}\) For the problem at hand, an equation error can be obtained by multiplying the estimator difference with \((1 - H_1^2)(1 - H_2^2 H_2^2)H_1^{(1+M)}\), which yields
\[
E' = H_1^{(1-M)}(1 - H_2^2) P_1 + (H_1^2 H_2^2 - 1) P_0 \\
+ H_2^{(1+M)}(1 - H_1^2) P_2, \tag{17}
\]
or, in terms of the microphone signals, after multiplying with \( F_1 F_2 \),
\[
E = H_1^{(1-M)}(1 - H_2^2) F_2 S_1 + (H_1^2 H_2^2 - 1) F_1 F_2 S_0 \\
+ H_2^{(1+M)}(1 - H_1^2) F_1 S_2.
\]

(18)

For an idealized system, in which \( F_1 = F_2 = M = 0 \) and \( H_1 = H_2 \), Eq. (18) reduces to a preliminary formulation,\(^{15}\) which uses the more intuitive definition of the error as the difference between the pressure directly measured at the central microphone and an estimate of it calculated from \( P_1 \) and \( P_2 \).

A cost function that can be applied to a set of microphone signals of finite length \( N \) sampled at a rate \( f_s \) can thus be obtained by evaluating the equation error spectrum at a selected set of frequencies of interest,

\[
\zeta(v) = \sum_{k=k_1}^{k=k_2} |E[k]|^2,
\]

(19)

where \( E[k] \) denotes the \( k \)th component of the equation error spectrum, corresponding to the frequency \( f_k = k f_s / N \). Where needed, the immunity to noise can be improved by evaluating the power spectrum \( |E|^2 \) using Welch’s method,\(^{31}\) which averages over a successive set of overlapping windowed data sub-segments, at the price of a reduced resolution in either frequency or time.

It is worthwhile noting that the bandwidth restriction on the wave separation due to singularities mentioned in Sec. II A does not apply to the parameter estimation procedure. That is, the fact that the term \( |E[k]|^2 \) drops toward zero at singular frequencies does not have a detrimental effect on the estimation, so a wider range of frequencies can be used. The estimation bandwidth is constrained, however, by the plane-wave assumption, which holds up to about the upper-limit frequency,\(^{11}\)

\[
f_u = \frac{1.84 c \sqrt{1 - M^2}}{2 \pi a}.
\]

(20)

B. Optimization

The estimation problem can now be defined as finding the optimum vector \( \hat{v} \) of \( Q \) parameters that minimizes the cost function

\[
\hat{v} = \arg\min_{v \in \mathbb{R}^Q} \{ \zeta(v) \}.
\]

(21)

This is a nonlinear optimization problem that can be solved using standard iterative methods, provided that convergence to local minima can be avoided. A practical way to investigate the search space is through the use of acquisition data generated with simulations of the system in Fig. 2. For example, Fig. 3 shows \( \zeta \) as a function of \( \tau_1 \) and \( \tau_2 \), as evaluated via simulations for a white Gaussian noise source. For Fig. 3(a), the sum in (19) is limited between 0 and 8 kHz, while for Fig. 3(b), it is limited between 0 and 16 kHz. The parameter values used in the simulations are: \( \tau_1 = \tau_2 = \tau_0 = 0.05826 \), \( g = g_0 = 0.76 \text{ Hz}^2 \), \( a_1 = a_2 = 1 \), \( \delta_1 = \delta_2 = 0 \), and \( M = 0 \). The nominal values \( \tau_0 \) and \( g_0 \) were calculated from air constants as predicted by theory\(^{26}\) for the room temperature recorded during the validation experiments described in Sec. IV and assuming the inter-microphone distances to equal the nominal value \( d = 2 \text{ cm} \). In evaluating the cost function, all parameters apart from \( \tau_1 \) and \( \tau_2 \) were set at the nominal theory values used in the simulation.

As can be seen from the contour plots in Fig. 3, the cost function may contain several local minima. However, good initial guesses of most of the parameters are available; in particular, the values of \( \tau_1 \), \( \tau_2 \), and \( g \) are approximately known from theory. This makes the optimization problem tractable with the use of local (unconstrained) minimization methods.\(^{32}\) The Nelder–Mead simplex method\(^{33}\) converges sufficiently fast in this case and is used for all results presented here. Alternatively, better convergence may be obtained using gradient-based methods. More specifically, because of the frequency-domain formulation, it is possible to obtain analytical expressions of the first and second order derivatives of the cost function\(^{24}\) and thus the Hessian matrix of \( \zeta \), which enables (21) to be solved using for example Newton’s method.\(^{32}\)

Comparing the two contour plots shows that the basins of convergence become smaller when a larger frequency...
range is used in (19). This means that the concavity of the basin around the optimum is more pronounced for a larger bandwidth, which, in the presence of extraneous measurement noise, leads to a smaller variance in the estimate. Hence if needed, it can be ensured that the initial guess falls into the correct basin by first estimating on a smaller frequency range, after which the estimate can be improved with a second estimation on a larger frequency range.

Further simulations, the results of which are omitted here for brevity, show that the cost function is similarly dependent on the channel amplitudes \((a_1, a_2)\) but in comparison is considerably less sensitive to changes in the parameters \(g, \delta_1, \delta_2, \) and \(M\). These smaller dependencies imply that accurate measurements in \(g\) or \(M\) are possible only when all the parameters are estimated with high accuracy. This suggests that, for example, the measurement of \(M\) can in itself be used as a way of assessing the validity and accuracy of the estimation procedure. Hence for experiments in which no direct separation reference measure is available, such as those discussed in Sec. V, wave separation may be studied and assessed indirectly through Mach number estimations.

C. Noise influence

Experimentally acquired microphone signals are inevitably contaminated with extraneous measurement noise. This will generally result in a variance in the estimated parameters and in addition an estimation bias may be observed. Such noise effects are easily reduced by averaging, but there is far less scope for this when tracking time-varying parameters. Therefore the dependence of the estimates for \(r_1, g,\) and \(M\) on the signal-to-noise ratio (SNR) is investigated in this section by estimating these three tracking parameters concurrently from simulations in which independent white Gaussian noise is added to each of the microphone signals. The target parameters are \(\hat{r}_0, \hat{g}_0,\) and \(\hat{M}_0 = 0.01,\) and the cost function evaluation is limited between 0 and 16 kHz, evaluated from a window of 8192 samples. In the estimation, the ratio \(r = r_2 / r_1 = 1\) is used, and all the other parameters are assumed constant and held fixed. For each SNR value, the simulation and subsequent estimation were carried out 1000 times, so that the mean value and the standard deviation can be obtained. Figure 4 shows the results for signal-to-noise power ratios between 15 and 40 dB. The larger bias in the \(g\) estimate reflects the fact that \(\xi\) is relatively insensitive to changes in \(g\) near the optimum. Figure 4(c) shows that the bias in \(M\) is small compared to the variance.

IV. VALIDATION

A. Separation index

To assess the proposed method of calibration via optimization, a measure is required of how well the optimized parameters describe the system behavior. In principle, this could be done by evaluating the accuracy and precision of the individual parameters, but it is difficult to obtain reliable reference measures of each of these.\(^{34}\) Moreover, a more meaningful and practical measure would express the accuracy in terms of a general target result, preferably with a single number so that comparisons between methods is straightforward. Given that all 1-D acoustic waveguide measurement techniques can be considered as wave separation methods, the proposed metric is therefore a number indicating how well the waves are separated, which in the following is referred to as the Separation Index. To formulate the index, the estimated waves need to be compared to reliable reference signals. A simple way to obtain these experimentally is by sending a source signal of short duration into the measuring tube, such that the initial forward and backward traveling waves do not overlap and can be temporally separated, as in pulse reflectometry.\(^{4,35}\) A filtered version of the first incident wave signal at \(\lambda_0\) can then be obtained by simply “gating” the mid-point microphone signal. Provided that the end of the measuring tube is sufficiently reflective, a first reflected wave signal is obtained similarly (see, for example, the measured signal plotted in Fig. 5). The respective errors in estimating these wave signals may then be computed as

\[
\phi^+ = \sum_{n=n_f}^{n_f+N-1} (s[n] - \tilde{s}_0^+[n])^2,
\]

\[
\phi^- = \sum_{n=n_0}^{n_0+N-1} (s[n] - \tilde{s}_0^-[n])^2 = \sum_{n=n_0}^{n_0+N-1} (\tilde{s}_0^+[n])^2,
\]

where the tracking error \(s[n] - \tilde{s}_0[n]\) is the error due to noise and \(\tilde{s}_0[n]\) is the noise-free measurement. The indices therefore express the true error due to noise (by approximating the noise-free measurement as \(\tilde{s}_0[n]\)) and the estimation error due to noise.

FIG. 4. Influence of measurement noise on the estimates of the tracking parameters \(r_1, g,\) and \(M\) when using a white Gaussian noise source signal and an estimation window length of 8192 samples. Shown are the mean (dots) and the standard deviation (gray lines) over 1000 realizations.
where \( \hat{S}_0^+ [n] \) and \( \hat{S}_0^- [n] \), respectively, are the estimated forward and backward waves, both filtered by the channel response \( G_0 \). The time windows \([n_f, n_f + N - 1]\) and \([n_b, n_b + N - 1]\) are chosen such that the compact forward and backward wave signals are clearly captured from the mid-point microphone signal. However, neither \( \phi^+ \) nor \( \phi^- \) can by itself serve as an adequate measure because a null error would result whenever \( \hat{S}_0^+ \equiv s_0 \), a situation that can occur for some choices of the parameters not corresponding to separating the waves. In addition, both error terms are proportional to the amplitude of the acquired signals. It follows that what should be measured is the sum of the normalized errors in the reconstructions of the incident and reflected waves,

\[
\phi = \frac{\phi^+}{\eta^+} + \frac{\phi^-}{\eta^-},
\]

where

\[
\eta^+ = \sum_{n=n_f}^{n_f+N-1} s_0^2[n], \quad \eta^- = \sum_{n=n_b}^{n_b+N-1} s_0^2[n]
\]

are the respective normalizing energies. However, depending on the spectral content of the source signal, this measure may not be significant at all frequencies. The performance of a separation algorithm is therefore generally best studied within a specified bandwidth, for which (24) is re-written in a frequency-dependent form

\[
\Phi[k] = \frac{|S_{0,f}[k] - \hat{S}_{0,f}^+[k]|^2}{N \eta^+} + \frac{|\hat{S}_{0,b}^+[k]|^2}{N \eta^-},
\]

where \( S_{0,f} \) and \( \hat{S}_{0,f}^+ \) are the DFTs of, respectively, \( s_0[n] \) and \( \hat{s}_0^+ [n] \) for \( n_f \leq n < n_f + N \), and \( \hat{S}_{0,b}^+ \) is the DFT of \( \hat{s}_0^+ [n] \) for \( n_b \leq n < n_b + N \). The separation index for a specified bandwidth ranging between frequencies indexed by \( k_1 \) and \( k_2 \) can then be defined in decibels as

\[
\Psi = 10 \log_{10} \left( \frac{1}{k_2-k_1} \sum_{k=k_1}^{k_2} \Phi[k] \right).
\]

Note that for the calculation of \( \Psi \), only the forward wave estimate \( \hat{S}_0^+ \) is required; this can be calculated from (13) for the microphone pair \((M_0, M_2)\) with \( M = 0 \) as

\[
\hat{S}_0^+ = G_0 \hat{F}_0^+ = \frac{S_0 - (H_2/\hat{F}_2)S_2}{1 - H_2^2},
\]

where \( H_2 \) is the transfer function \( H_2 \) evaluated with the optimum parameter vector \( \hat{v} \) and \( \hat{F}_2 \) is the corresponding inter-channel complex amplitude of \( M_2 \).

### B. Measurement apparatus and procedure

The measurement apparatus used in the validation experiments is shown schematically in Fig. 6. Endevco piezo-resistive microphones (model 85070C-1) and a JBL compression driver (model 2426J) are used to, respectively, sense and drive the acoustic field, while a National Instruments USB-6251 acquisition board is employed for digital-to-analog conversion to 16-bit signals at a 100 kHz sample rate. A metal cap is placed at the end of the measuring tube to maximize reflections.

Two acquisitions are carried out, one for pre-calibration and one for testing wave separation for a specific test signal. In the pre-calibration acquisition, the maximum-length sequence (MLS) method is used to measure the impulse responses at the microphone positions. A 19th-order MLS is sent to the compression driver and the signals from the three microphones acquired. Next, the cross-correlation between the MLS input signal and each of the three acquired microphone signals is computed; this yields three impulse responses, the spectra of which are used as \( S_1, S_0, \) and \( S_2 \) in the algorithm for estimating the system parameters as explained in Sec. III. In the second acquisition, a test signal of short duration is fed to the compression driver, for example a Hanning-windowed sine wave. Averaging the microphone signals over multiple acquisitions can be used to improve the SNR. Figure 5 shows the first 1400 samples of the signal obtained by averaging over 100 acquisitions at \( M_0 \) for a short windowed sine wave source signal. For comparison, the estimated forward wave signal calculated with (28) after calibration via optimization is also plotted; this demonstrates the cancellation of the backward-traveling wave. As explained in Sec. IV A, the actual forward traveling wave signal can in this case be extracted from the acquired microphone signal by gating.

![FIG. 6. Measurement apparatus used in the validation experiments. The internal diameter of the cylindrical measuring tube is 12.7 mm, and the microphone diameter is 2.5 mm.](image-url)
C. Reference experiment

For constant propagation conditions, the measurement system can also be calibrated through pre-measured responses. The estimated forward wave thus obtained can be used as a reference, by separation index comparison. Referring again to Fig. 2, the signals $s_0$ and $s_2$ acquired by microphones $M_0$ and $M_2$ can be written as a function of the forward pressure wave at $M_0$. Again taking $M = 0$, the frequency-domain relationships are
\begin{align*}
S_0 &= G_0(1 + H_2^0 R) P_0^+,
S_2 &= G_2(H_2 + H_2 R) P_0^+.
\end{align*}

By writing the forward and the backward traveling wave components separately,
\begin{align*}
S_{0,f} &= G_0 P_0^+,
S_{0,b} &= G_0 H_2^0 R P_0^+,
S_{2,f} &= G_2 H_2 P_0^+,
S_{2,b} &= G_2 H_2 R P_0^+,
\end{align*}

the following transfer functions can be defined:
\begin{align*}
\frac{S_{2,f}}{S_{0,f}} = \frac{G_2}{G_0} H_2 = H_2',
\frac{S_{0,b}}{S_{2,b}} = \frac{G_0}{G_2} H_2 = H_2''.
\end{align*}

This implies that $H_2' = \sqrt{H_2'} H_2''$, and that, analogous to (28), an estimate of the (filtered) forward wave is
\begin{align*}
\hat{S}_0^+ &= \frac{S_0 - H_2'' S_2}{1 - H_2'^2}.
\end{align*}

Measures of $H_2'$ and $H_2''$ can be evaluated from (33) after extracting the relevant forward and backward waves from the same pre-calibration acquisition as used for the optimization. That is, $S_{0,f}$ and $S_{2,f}$ are obtained by isolating the first forward wave from each of the respective impulse responses measured using the MLS method as explained in Sec. IV B and taking the DFTs after zero-padding from 512 to 8192 samples. The transfer function $H_2'$ is then calculated by dividing these spectra. The second transfer function $H_2''$ is determined in the same fashion, where $S_{2,b}$ and $S_{0,b}$ are the DFTs of the signals obtained by isolating the first end-reflection in each of the two measured impulse responses.

D. Results

The proposed method of calibration via optimization is compared in this section to results obtained with the reference experiment. To get further insight into the effect of the calibration on $\Psi$, a third estimate is calculated in which the transfer function is evaluated from theory, thus applying (28) but with $F_2$ and $H_2$, respectively, replaced by 1 and $H_0$, the latter being the transfer function evaluated using the nominal theory parameters as used for the simulated cost function results in Sec. III B.

Table I lists the separation index results for two different test signals, a white Gaussian noise and a 3 kHz sine wave, both windowed with a 256-sample length Hanning window. For the white Gaussian noise, the sum in (27) is evaluated for frequencies between 0.1 and 8 kHz, while for the 3 kHz sine wave, the used limits are 2 and 4 kHz. The results are obtained from a single acquisition as well as by averaging over 16 and 100 acquisitions. Figure 7 shows the separation index as a function of frequency. As can be expected, the results significantly improve with averaging. More importantly, they demonstrate that (1) calibration generally improves the estimation in comparison to using theoretical parameter values and (2) the optimization method gives results similar to those obtained with the reference experiment. Note that the results obtained with the theoretical parameters depend on having conditions that allow prediction from an available temperature measurement; this is generally not the case in the envisaged scenarios in which any reliance on theory will thus cause larger wave separation errors.

V. MEASUREMENT WITH MEAN FLOW

In this section, the tracking performance of the proposed estimation method is investigated by estimating the parameters from microphone acquisitions obtained during a period of time-varying mean flow through two separate experiments.

A. Dry air with CPU fan flow

For this experiment, the measuring tube is terminated on one end by a compression driver fed with a white noise broadband signal. The other end is fitted with a funnel and a small fan taken from a CPU cooling system (see Fig. 8). An airhole is placed just before the driver to allow a steady circulation of the air. This arrangement allows generating a controlled flow while avoiding as much as possible any further perturbations in the conditions.

The experiment consists in the acquisition of two sequences; the first, with the fan switched off, is used to pre-calibrate the system, estimating “zero-flow values” of the first seven parameters of the vector in (14). In the second

<table>
<thead>
<tr>
<th>TABLE I. Separation index results (in dB).</th>
<th>White Gaussian noise</th>
<th>3 kHz sine wave</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Averaging:</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>16</td>
</tr>
<tr>
<td>Theory</td>
<td>$S_0^+$ = $S_0 - H_0 S_2$</td>
<td>$1 - H_0^2$</td>
</tr>
<tr>
<td></td>
<td>$-19.2$</td>
<td>$-25.2$</td>
</tr>
<tr>
<td>Reference</td>
<td>$S_0^+$ = $S_0 - H_0 S_2$</td>
<td>$1 - H_0^2$</td>
</tr>
<tr>
<td></td>
<td>$-20.7$</td>
<td>$-34.2$</td>
</tr>
<tr>
<td>Optimization</td>
<td>$S_0^+$ = $S_0 - (H_2/F_2) S_2$</td>
<td>$1 - H_2^2$</td>
</tr>
<tr>
<td></td>
<td>$-21.7$</td>
<td>$-34.7$</td>
</tr>
</tbody>
</table>
experiment, the fan is first switched on, left to run for a few seconds, and then switched off. The expected result is thus a non-negative flow velocity that builds up from zero to a steady level and then decays back to zero during the free-rotating period in which the fan loses its kinetic energy.

Because the parameters $d_1$ and $d_2$ directly affect the flow velocity estimate, they must be estimated from the pre-calibration acquisition and kept fixed in the second acquisition. Block-wise estimation from the second acquisition is then performed in two different ways, first by estimating all the remaining six parameters, and second by keeping $r$, $a_1$, and $a_2$ fixed, thus estimating only the waveguide parameters $\tau_1$, $g$, and $M$. This allows verifying to what extent the assumption that only the latter vary with the conditions holds. The resulting evolutions in $\tau_1$, $g$, and $M$ are shown in Fig. 9 and indicate that not only $M$ but also $\tau_1$ and $\tau_2$ are time-varying in this case, while $g$ mainly shows a statistical variation around its mean; the latter trend was also observed in the other parameters estimated ($r$, $a_1$, $a_2$), although with considerably smaller variance. Figure 9(c) confirms for this case that it is reasonable to assume that all system parameters apart from $\tau_1$, $\tau_2$, and $M$ are constant. Furthermore, the mean flow velocity ($v = Mc$) follows the expected trend: The null flow is correctly estimated, a steady state period can be observed, and even the first-order response of the fan motor to the voltage step is visible. The small step in $s_1$ at $t = 1.2$ s suggests a change in the wave speed corresponding to a temperature drop of about 1.1 °C, a possible explanation of which is that the introduction of a mean flow may cause a change in the heat transfer between the air and the tube wall.

B. Flow from breath

Given that the flow velocity estimation in a controlled environment returns plausible results, the experiment is repeated but with the funnel and fan replaced with a (reedless) clarinet mouthpiece and supplying an airflow by a human blowing moist air into the measuring tube; this provides conditions similar to those in a wind instrument. By exclusively exhaling during the acquisition, the mean flow velocity is again expected to be non-negative. In addition, an effort was made to generate a monotonic rise and fall in mean flow. Figure 10 shows the resulting parameter...
evolutions, obtained similarly to the experiment with the dry air flow. The evolution of $M$ is again insensitive to whether the parameters $r$, $a_1$, and $a_2$ are estimated or held fixed. A rigorous analysis of the causes behind the visible fluctuations in $\tau_1$ and $g$ is beyond the scope of this study; in particular the fluctuations in $g$ may be due to many different factors and show no consistency between the two estimations. One main trend that proved consistent across all measurements of this type can be explained though. That is, the significant drop in $\tau_1$ at the point where the mean flow starts to rise marks the arrival of air of higher temperature and humidity, causing a sudden increase in wave speed.

Figure 10(c) also shows an additional estimation from the same data in which all parameters except $M$ are held fixed. This results into an erratic, non-smooth flow evolution, and even results into a period of negative estimated flow, which is not consistent with the applied input. This result exemplifies the notion that under transient propagation conditions, the system calibration must be adaptive in its time-varying parameters.

**VI. CONCLUDING REMARKS**

The problem of calibrating two-microphone wave separation methods under time-varying conditions can be made tractable by physical parameterization of the inter-microphone propagation transfer function. It has been shown that a three-microphone measurement configuration can be used to calibrate and track the relevant parameters. For measurements under constant conditions, the proposed method of calibration via optimization has been shown in Sec. IV to perform very similarly to a more standard calibration method based on pre-measuring system responses. This result validates the basic methodology; in particular, it justifies the way in which the three-microphone measurement system has been parameterized in Sec. II C. The measurements with mean flow in Sec. V demonstrate that adaptive calibration is not only possible but indeed necessary when several condition aspects, such as temperature and humidity, are variable. Although the estimated Mach numbers are not directly compared to a reference measure, the observed mean flow evolutions are plausible and consistent with the applied inputs.

These results pave the way for addressing a range of challenging measurement problems. Of particular interest to the authors is the determination of the acoustic variables inside a wind instrument under playing conditions in a non-intrusive manner in the sense that there is minimal interference with the normal functioning and musician’s control of the instrument. The proposed methodology has in fact already been successfully employed as such, in the form of wave separation in a simplified clarinet for the purpose of estimating the reed parameters by inverse modeling. Although wave propagation in an instrument bore may become non-linear at high playing levels, this would not invalidate the basic two-microphone wave separation method because such effects are small over short distances, thus allowing for a locally linear approximation.

The approach taken in the present study may also lend itself to improvements and extensions in other applications. For example, a more accurate impedance measurement in the presence of a mean flow may be possible if the Mach number is included in the calibration procedure. Generally, not requiring any additional measurements with special made-to-precision objects may represent a significant advantage in certain measurement scenarios. Finally, the ability of calibrating in-system on short signals could also be useful in control applications given that the existing control methods usually achieve the required efficiency and noise immunity at the cost of reducing the wave separation accuracy.
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