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Abstract

An algorithm to create random distributions of uniform spherical or circular particles is proposed here with the aim of generating RVE–based micro–mechanical models for composites reinforced with long fibres or spherical particles. The algorithm is fast, able to represent the randomness of the material and to generate RVEs with any volume fraction, from 0 to its highest theoretical value, i.e. \( \frac{\pi}{3\sqrt{2}} \approx 0.74 \) and \( \frac{\pi \sqrt{3}}{6} \approx 0.91 \) for spheres and circles, respectively. Several statistical spatial descriptors were used to evaluate the goodness of the generated particles’ distributions. It was concluded that the proposed algorithm can be used to generate statistically representative distributions of uniform particles.
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1 Introduction

Understanding the impact of the material micro–structure on the overall–stochastic properties represents a major issue in fundamental and applied research on composite materials. Using Representative Volume Elements (RVEs),
and applying appropriate boundary conditions, micro–mechanical models allow gaining unique insights on the material behaviour that would be impossible, or very difficult, to obtain experimentally. For example, micro–mechanical models could be used to perform multi–functional optimization of composites, to reduce the number of experimental tests required for the material screening and qualification, and to apply stress fields that cannot be applied experimentally (as complex three–dimensional stress states [1]).

Obviously, the material micro–structure plays a central role on the material behaviour. It is therefore necessary to model carefully the micro–structure of the material and to represent with the possible highest level of detail its inherent properties, principally its randomness. Numerous composite materials could be represented as uniform dispersions of circular or spherical particles. Long fibre reinforced composites, for example, could be modelled as uniform dispersions of circular particles (in the transverse cross-section, fibres could be modelled as hard–core circles), while blends of Intrinsic Conductive Polymers (ICPs) with inorganic resins, could be modelled as uniform dispersions of spherical particles.

The random sequential addition (RSA) of hard spheres [2] is usually used when generating micro–mechanical Representative Volume Elements (RVEs) of equal spheres dispersed in a matrix. Its main advantage is the simplicity of the algorithm that generates the random distribution of particles. The algorithm works as follows: i) the coordinates of the centre of the $i$-th particle are randomly generated, ii) it is checked the collision with the other particles already present in the RVE, iii) if there are no collisions the particle is added while if there is collision the particle is not included and the process is iterated.

The main limitation of the RSA is that high volume fractions are virtually impossible to reach. After a critic value of the volume fraction, positioning the next sphere is virtually impossible. The same limitations have other algorithms based on modifications of the RSA.

Circle packing algorithm may be used to create denser packings. However, for circular particle, the jamming limit is 0.547 [3]. Different algorithms were proposed to increase the maximum volume fraction of the RVE. Wongsto and Li [4] proposed an algorithm based on a modification of a periodic arranged hexagonal lattice but they did not perform the statistical study of the particles’ distribution obtained. Additionally, their RVEs were not periodic. This represent a severe limitation and does not allow the use of periodic boundary conditions (PBCs). More recently, Melro et al. proposed an algorithm to generate periodic random distribution of fibres [5] reaching higher volume fractions ($v_f \approx 0.65$).

For spherical particles, as shown by Jaeger and Nagel [6], random close pack-
ing of spheres (RCP) in three dimensions gives a packing density of approximately $v_f \approx 0.64$ that is smaller than its maximum theoretical value. Later, using molecular dynamic simulations together with the Lubachevsky-Stillinger compression algorithm (LSA)[7], Torquato et al. [8] observed that the problem of random close packing (RCP) is ill-defined and mathematically imprecise. This problem could be overcome introducing the notion of maximally random jammed. The maximum value of packing density obtained is always approximately equal to 0.64 or slightly lower.

However, higher volume fractions may be required in several practical applications. In filament winding, for example, it is possible to obtain, controlling some manufacturing parameters, volume fractions of $v_f \approx 0.7$ [9]. Another example is given by textile composites that although having an average volume fraction of 0.5–0.6 show a very high volume fraction ($v_f \geq 0.7$) within the yarns [10–13]. No algorithms are available in this case to generate a random distribution of monodispersed particles. The same limitations could arise when modelling uniform dispersions of spherical particles to simulate nano–engineered materials.

Therefore, the main purpose of this work is to present an algorithm for the generation of periodic RVEs of equal hard core particles for any possible volume fraction. It will be shown that the proposed algorithm is fast, able to represent the randomness of the material and that no limitations on the maximum volume fraction exist. The algorithm is, in fact, able to generate random distributions of particles with a volume fraction, $v_f$, that ranges from 0 to its highest value equal to $\frac{4}{3} \sqrt{\frac{2}{3}}$ and $\frac{\pi}{6}$ for spheres and circles, respectively [14,15]. The details of the algorithm are given in the following for the case of three–dimensional RVEs. The two–dimensional case, being a special case of the three-dimensional one, is reported in Appendix A.

2 Description of the algorithm

The main idea put forward here is to generate the random distribution enforcing a perturbation of an ordered disposition of spheres regularly arranged. The RVE is generated in three steps: i) the densest RVE is generated for a given number of spheres (it will be called hereinafter compact RVE; ii) the compact RVE is expanded in order to obtain an initial RVE with the desired volume fraction, $v_f$, and with spheres periodically arranged and equally distributed; iii) a perturbation (random process) is applied to the initial RVE to obtain the final RVE. The algorithm proposed is reported in Figure 1 and it will be described in detail in the following.

[Fig. 1 about here.]
2.1 Generation of the compact configuration of the RVE

It is convenient at this point to start with the densest arrangement of monodisperse spheres. It is well known that this is obtained with two possible dispositions: the face-centred cubic (fcc) and the hexagonal-closed packed (hcp) lattices. Both configurations provide the maximum densest packing but differ in the shape of the unit-cell. The fcc has a cubic cell whilst the hcp has a hexagonal prismatic cell. As in many engineering applications the RVE is chosen to be cubic (for simplicity in the analysis and in the applications of the boundary conditions), the fcc lattice is the natural choice as a starting point. This configuration has to be periodic and it is generated as follows. Consider the spheres of radius $r$ and with centres given by the points:

\[
v_{0} = \begin{pmatrix} 0 \\ 0 \\ 0 \end{pmatrix}, v_{1} = \begin{pmatrix} \delta \\ 0 \\ 0 \end{pmatrix}, v_{2} = \begin{pmatrix} 0 \\ \delta \\ 0 \end{pmatrix}, v_{3} = \begin{pmatrix} \delta \\ \delta \\ 2\delta \end{pmatrix}
\]

where $\delta = \sqrt{2}r$. It is easy to show that these can be interpreted as the primitive cell of the lattice (see Figure 2(a)), and that the fcc lattice can be generated translating this cell along the three Cartesian axes (see Figure 2(b)).

As the main purpose is to obtain an initial cubic cell with spheres perfectly ordered, this cell is translated of the same amount of times, $M$, along the three different axes. Therefore, the centre of a given sphere in the initial RVE will have coordinates:

\[
v_{lmn}^{i} = v_{i} + \begin{pmatrix} l - 1 \\ m - 1 \\ n - 1 \end{pmatrix} \delta
\]

for $i = 0, \ldots, 3$ and $l, m, n = 1, \ldots, M$.

If $M$ is the times the cell has been repeated (in all the three directions), the length of the side of the RVE of the lattice, $L_{\text{fcc}}$, is given by:

\[
L_{\text{fcc}} = M \delta
\]

Notice that the RVE of the lattice is periodic.
2.2 Expansion of the compact RVE and generation of the initial configuration

If the actual length of the RVE is $L$, the initial coordinates of the particles may be obtained multiplying them for a correction factor, $f$, given by:

$$f = \frac{L}{L_{\text{fcc}}}$$  \hspace{1cm} (4)

The centres of the spheres in the initial RVE will have coordinates:

$$\vec{v}_{i}^{\text{mn}} = v_{i}^{\text{mn}} f$$  \hspace{1cm} (5)

The input parameters given to the algorithm are the volume fraction, $v_f$, the radius of the particles, $r$, and the minimum length of the RVE, $L_{\text{min}}$. From the radius and the volume fraction, the number of particles, $N_p$, is calculated:

$$N_p = 4 M^3;$$  \hspace{1cm} (6)

where $M$ is given by:

$$M = \left\lfloor \left( \frac{v_f L_{\text{min}}^3}{4 V_s} \right)^{\frac{1}{3}} \right\rfloor$$  \hspace{1cm} (7)

and $V_s$ is the volume of a particle. $\lceil \cdot \rceil$ and $\lfloor \cdot \rfloor$ are the ceiling and round function. The length of the RVE is therefore given by:

$$L = \left( \frac{V_s N_p}{v_f} \right)^{\frac{1}{3}}$$  \hspace{1cm} (8)

The effective size of the RVE, $L$, will be equal to $L_{\text{min}}$ or slightly larger. Using the ceiling and the round function in equation (7) allows the generation of the RVE with the exact value of volume fraction required, as shown in Figure 2(c).

[Fig. 2 about here.]

2.3 Perturbation

The perturbation is given applying a random displacement to all the particles, and this process is iterated $K$ times. It will be shown, in the following, that the
particles’ distribution is completely random for $K > 10$, so that the number of iterations can be chosen \textit{a priori}. Alternatively, $K$ can be a sufficiently large value, and in that case the process could be stopped when a certain criterion is satisfied. To define a proper stopping criterion, one of the spatial descriptor used in the following can be used. For example, one could use the Average Nearest-Neighbour (ANN) distance (see Section 3.3). As explained in the following, this spatial descriptor reaches a plateau when the maximum randomness has been achieved; therefore the loop could be exited when the plateau is reached. It should be noted that, however, the calculation of a statistical spatial descriptor could be time consuming, especially when a large number of particles is considered and therefore, choosing \textit{a priori} the value of $K$ could substantially speed-up the algorithm.

Every iteration $I$, all the particles are randomly selected and moved. This is achieved within the block $J = R(1, \ldots, N_p)$ in the flow chart reported in Figure 1. $R(1, \ldots, N_p)$ represents, in fact, a random permutation of the index $(1, \ldots, N_p)$.

Suppose that $u$ is the random displacement applied to the $i$-th particle. In the particle coordinate system the displacement $u$ can be expressed as

$$
\begin{pmatrix}
  u_1 \\
  u_2 \\
  u_3
\end{pmatrix} =
\begin{pmatrix}
  \rho \sin \theta \cos \phi \\
  \rho \sin \theta \sin \phi \\
  \rho \cos \theta
\end{pmatrix}
$$

where $\rho$, $\theta$, and $\phi$ are the spherical coordinates. To apply a random displacement the polar and azimuthal angles are chosen to be equal to:

$$
\theta = \arccos (2U - 1) \tag{10}
$$

$$
\phi = 2\pi V \tag{11}
$$

where $U$ and $V$ are random scalars uniformly distributed on the open interval $(0,1)$. Equations (10) and (11) ensure that all the possible directions are uniformly distributed [16]. The problem of having all the possible directions uniformly distributed is formally equal to that of picking a point from the surface of a sphere. Therefore, the polar and azimuthal angles could also be calculated using different approaches [17–19].

After selecting a random orientation, the maximum radial displacement applicable to the $i$-th particle is computed monitoring the Euclidean distances between the $i$-th particle and the other particles, $d_i$. Care should be taken when calculating $d_i$, the effective distance between two particles. The RVE is, in fact, periodic and for this reason, if two particles have coordinates $x$ and $y$, ...
the effective distance between them is not simply given by

\[ d_i = \sqrt{\sum_{j=1}^{3} (x_j - y_j)^2} \]  

(12)

but it should be correctly calculated as:

\[ d_i = \sqrt{\sum_{j=1}^{3} \left( \min \{ |x_j - y_j|, L - |x_j - y_j| \} \right)^2} \]  

(13)

When \( d_i = 2r \) the particles come into contact and the maximum radial displacement \( \bar{\rho} \) is calculated. The value \( \rho \) is obtained as:

\[ \rho = \bar{\rho}W \]  

(14)

where \( W \) is a random scalar uniformly distributed on the open interval \((0,1)\). That allows the calculation of the displacement of equation (9). The new coordinates of the particle reads:

\[ x = x_0 + u_i + \tilde{x} \]  

(15)

where \( x \) are the coordinates after the perturbation and \( x_0 \) the coordinates before the perturbation process. \( \tilde{x} \) is a correction parameters that takes into account the fact that a given particle cannot abandon the RVE and if a particle exits the RVE in a point, at the same time, the same particle should appear in the symmetric position. This correction parameters reads:

\[ \tilde{x} = \begin{cases} 
0 & \text{if } 0 \leq x_0 + u_i \leq L \\
-L & \text{if } x_0 + u_i > L \\
L & \text{if } x_0 + u_i < 0 
\end{cases} \]  

(16)

The following video shows the initialization of the RVE and the generation of the final RVE through all the iterations of the perturbation process.

[Fig. 3 about here.]

[Video 1 about here.]

Finally, Figure 5 shows two RVEs created using the proposed algorithm. The two–dimensional RVE of Figure 5(a) represent the transverse section of a long–fibre reinforced composite while the three–dimensional RVE of Figure 5(b) shows a polymer composite with spherical inclusions. Additional details on these models are reported in [20,21].

[Fig. 5 about here.]
3 Statistical analysis

Using the algorithm presented in the previous section, 25 three-dimensional RVEs of monodispersed spherical particles are generated for different volume fractions. Four volume fractions are considered \( (v_f = 0.1, 0.3, 0.5, 0.7) \) so that representative points in the entire range of the possible values of the volume fraction are considered \( (0 < v_f \leq 0.7) \). Notice that for these RVEs the highest theoretical value of the volume fraction is equal to \( \frac{\pi}{\sqrt{3}} \approx 0.74 \) \([14,15]\). The side of the RVE is taken approximately 25 times the radius of the particles.

3.1 Execution time

The model was implemented in Matlab R2013b \([22]\) and it runs in one cpu of Intel® Xeon® Processor E5-2650. Figure 6 reports the average of the execution times for the different volume fraction investigated. Error bars represent the standard deviation.

The execution time is reported in function of the perturbation’s iterations (see Figure 6). In every iteration all the particles of the RVE are randomly moved. Notice that the algorithm proposed is very fast. In fact, it should be considered that the RVEs are three-dimensional and contains a high number of particles.

In the case of the highest volume fraction, \( v_f = 0.7 \), the number of particles, \( N_p \), is equal, for example, to 2916. It should also be taken into account that, as it will be shown in the following, virtual randomness is attained only after 5 iterations. Therefore, regardless of the volume fraction, the execution time necessary to attain a random distribution is less than two minutes for all the RVEs considered. The execution time can also drastically be reduced changing some tolerances in the calculation of the maximum displacement \( \bar{\rho} \). In the present work \( \bar{\rho} \) is computed numerically with a tolerance lower than \( 10^{-5}r \), being \( r \) the radius of the particle. Relaxing this condition leads to a faster generations of the RVEs.

[Fig. 6 about here.]

3.2 Volume of Voronoi cells

A Voronoi diagram (also known as Diriclet tesselation) is defined as the partitioning of a region with \( n \) points (generating points) in \( n \) sub-regions such that every sub-region contain only one generating point and every point of the sub-region is closer to its generating point than the others \([23]\). If the considered region is an area, the sub-regions are called Voronoi polygons, whilst if
the region is a volume, the sub-regions are called Voronoi polyhedra or simply Voronoi cells.

The statistical analysis of the volume of Voronoi cells represents a first important spatial descriptor. In particular, is possible to consider the coefficient of variation of the volume of the Voronoi cells, $c_v$ defined as:

$$c_v = \frac{\sigma}{\mu}$$

(17)

where $\mu$ and $\sigma$ are the mean value and the standard deviation respectively. Value of $c_v$ equal to zero are obtained for structured arrangements (no randomness) whilst values higher than 0 represent a randomness in the particles’ distribution.

Figure 7 reports the coefficients of variation for the different volume fractions considered in this work. The results are reported as error bars, so that each curve represents the mean value of $c_v$ (for the 25 RVEs considered and for a given $v_f$) and the error bar its standard deviations.

![Fig. 7 about here.]

It is shown that the initial value of $c_v$ is equal to 0 as expected, being the initial distribution perfectly arranged (fcc lattice). The perturbation promotes an increase of the $c_v$ that rapidly attains a constant value. This constant value is reached after few iterations. Denser packings shows lower values of the plateau, as expected, or in other words less randomness in their distribution.

### 3.3 Average Nearest-Neighbour distances

A very useful spatial descriptor is the Average Nearest-Neighbour (ANN) distance [24,25]. This is defined as the ratio between the observed mean distance, $\bar{D}_0$, and the expected mean distance, $\bar{D}_E$, between a particle and its nearest neighbour.

$$ANN = \frac{\bar{D}_0}{\bar{D}_E}$$

(18)

For the three-dimensional case [25] the expected value is obtained as

$$\bar{D}_E = \frac{\Gamma (3/2 + 1))^{\frac{3}{2}} \Gamma (1/3 + 1)}{\pi^{\frac{5}{2}} \lambda^{\frac{4}{3}}} \approx 0.554 \lambda^{-\frac{1}{3}}$$

(19)
where $\Gamma$ is the gamma function and $\lambda$ is the density defined as:

$$\lambda = \frac{N_p}{L^3} \quad (20)$$

$\text{ANN}$ is therefore a measure of the dispersion of the particles. For the case of Complete Spatial Randomness (CSR) of infinitesimal points (generated by a homogeneous Poisson process) the value of $\text{ANN}$ is equal to 1. However, if particles of finite radius are considered the theoretical limit of 1 can be reached only for very small values of the volume fraction, $v_f$ [26].

In Figure 8 the curves of $\text{ANN}$ as a function of the iteration number are reported for different values of the volume fraction.

[Fig. 8 about here.]

Once again the plateau is attained quickly (after only 5-10 iterations). The reaching of the plateau define the attaining of the maximum randomness obtainable with a given geometry and volume fraction, even if a value of 1 is not reached. That is a consequence of the fact that randomness, in the strict sense of the word, cannot exist, owing to the fact that the space occupied by a given particle is unavailable to other particles [26].

3.4 Nearest neighbour distances

This spatial descriptor is obtained as the probability density function (p.d.f.) of the distance between one particle and its 1st, 2nd, and 3rd nearest neighbour, and provides information on the short-distance interaction. A careful analysis of the 1st, 2nd, and 3rd p.d.f allows detecting point clusters and regions with local high volume fraction.

Figures 9, 10, 11 show the 1st, 2nd, and 3rd nearest neighbour distance p.d.f, respectively. The p.d.f. are obtained from the RVEs generated using the kernel density estimation (KDE) based on normal distributions.

In Figure 9 the 1st nearest neighbour distance p.d.f is reported. As the interpenetration of the spheres is not physically acceptable, this distribution is defined in the region $\delta_1/r \geq 2$. The arrows indicate the initial value of $\delta_1/r$ at the beginning of the perturbation (for the fcc lattice).

Observing the figures 9, 10, and 11 it can be concluded that the perturbation change the p.d.f. but this change is drastic only during the first ten iterations. After ten iterations the p.d.f. stabilize and further perturbation do not have substantial effects on the particles’ distribution.
3.5 Nearest neighbour orientation

The orientations at which the 1st, 2nd, and 3rd nearest particle are positioned can be used to construct another important spatial descriptor. This is now a Cumulative Distribution Function (c.d.f.) that represents the total number of particles that lie along a given direction with respect to a reference particle. For the sake of conciseness only the results on the 1st nearest particle are reported here.

As the problem analysed is three-dimensional, it is possible to define two parameters that provide information on the orientation of the particle (see Section 2.3). The first parameter is given by the azimuth angle $\phi$ (that ranges between zero and $2\pi$); the second parameter will be $\zeta$ defined as:

$$\zeta = \frac{1}{2} (1 + \cos \theta)$$

when $\zeta$ is a parameter that varies between 0 and 1 (see the analogy with equation (10)). Once again, the kernel density estimation has been used to obtain the c.d.f. of the particles’ distribution.

Figure 12 shows the c.d.f. of $\phi$ for different volume fractions. In the case of CSR of infinitesimal points, all the orientations have the same probability, therefore the c.d.f. of the particle orientation is the dashed segment reported in Figure 12. It is possible to notice that the theoretical c.d.f. for perfectly random distributions of particles is somehow approximated by the distributions generated. However, when the volume fractions takes large values, $v_f \geq 0.5$, the c.d.f. diverge from the c.d.f. for CSR. This means that not all the directions have the same probability to occur. This should be ascribed to the fact that when large volume fractions are taken into account CSR is lost.

Analogous conclusions are obtained observing the c.d.f. of $\zeta$. $\zeta$ varies between 0 and 1 and for CSR the c.d.f. should be a line with slope $1/2$. Once again, the perturbation attain a randomness comparable with that of the CSR only for low values of the volume fraction, $v_f < 0.5$. for high values of $v_f$ the c.d.f.
diverges from that of the CSR and therefore all the orientations do not have
the same probability.

[Fig. 13 about here.]

3.6 Ripley’s K-function

According to Pyrz [27], Ripley’s K-function is the most informative spatial
descriptor in spatial analysis because is able to provide information about the
particles’ distribution at several distances from a given particle. \( \hat{K} \) is defined
as the ratio between the expected number of extra points that lie within a
radial distance \( h \) from a given distance and the number of points for unit
volume [28]. Using the Miles–Lantu`ejoul–Stoyan–Hanisch translation edge–
correction [29,30], \( \hat{K} \) is often estimated as:

\[
\hat{K}(h) = \frac{V^2}{N_p^2} \sum_i \sum_{j \neq i} \mathcal{I}(d_{ij} \leq h) \sum_i \sum_{j \neq i} \gamma_{ij}(x_i - x_j) \tag{22}
\]

where \( V \) is the volume of the RVE, \( d_{ij} \) is the Euclidean distance between the
points \( i \) and \( j \), \( \mathcal{I} \) is the indicator function, and \( \gamma_{ij} \) is the set covariance com-
puted as the volume of the intersection between the RVE and the translated
RVE:

\[
\gamma_{ij}(x_i - x_j) = \text{vol}(B \cap (B - (x_i - x_j))) \tag{23}
\]

being \( B \) the region of the RVE, and \( \text{vol}(\bullet) \) the volume of \( \bullet \).

In this work, being the RVE periodic, it is not necessary to consider the edge
correction because for a given searching distance, \( h \), it is always possible to
\textbf{count} all the points falling \textbf{into} the interesting region. For this purpose, it
is necessary to translate the points of the RVE in all the three Cartesian
directions. Therefore, the set-covariance always assumes the value \( V \) and the
Ripley’s K-function simply reads:

\[
\hat{K}(h) = \frac{V}{N_p^2} \sum_i \sum_{j \neq i} \mathcal{I}(d_{ij} \leq h) \tag{24}
\]

To quantify the goodness of the particles’ distribution, the Ripley’s K-function
is compared with that of the Poisson process that reads:
\[ \tilde{K}(h) = \frac{4}{3} \pi h^3 \]  

It is convenient to define a transformation of the equation (24), called Besag’s function, that converts the Ripley’s K-function for CSR to a horizontal line with equation \( \hat{L} = 0 \):

\[ \hat{L}(h) = h - \sqrt{\frac{3}{4\pi} \tilde{K}(h)} \]  

Therefore, a statistically representative distribution of particles tends to 0 when increasing \( h \); peaks or troughs indicate regularity in the particles’ distribution. Figure 14 shows the plots obtained for different volume fractions of the particles. Once again, the perturbation increases the randomness of the particles’ distributions. However, this randomness is comparable with that obtained for CSR only for the case of small volume fractions.

[Fig. 14 about here.]

3.7 Pair correlation function

Last spatial descriptor used here to evaluate the randomness of the generated distributions of particles is the pair correlation function. This spatial descriptor defines the probability of finding the centre of a particle at a given distance from the centre of another particle and, for short distances, it depends on how the particles are packed together. Formally, it is defined as the probability of finding the centre of a particle inside a spherical shell surrounding a reference particle of internal radius \( h \) and thickness \( dh \):

\[ g(h) = \frac{1}{4\pi h^2 N \lambda dh} \sum_{i=1}^{N} \mathbb{I} \left( |d_{ij} - h| \leq \frac{dh}{2} \right) \delta_{ij} \]  

where \( \delta_{ij} \) is the Kronecker delta.

The pair correlation function \( g(r) \) provides insight on the variation of the density as a function of the distance from a given particle. For structured distributions, \( g(r) \) shows sharp peaks corresponding to the distance between the arranged particles. For the case of CSR, \( g(r) = 1 \). Therefore, a random distribution of particles should be characterized by \( g(r) \) tending to 1 when the distance \( h \) increases.
Figure 15 shows the pair correlation function for the volume fractions investigated. It can be concluded that the perturbation really increase the randomness of the particles’ distribution. However, for very large values of volume fraction, even if \( g(r) \) tends to 1, \( g(r) \) shows peaks and troughs and this indicates that the distribution is random but not comparable to the case of CSR.

[Fig. 15 about here.]

4 Conclusions

In this paper, an algorithm was proposed to generate random distributions of mono-dispersed spherical and circular particles. The algorithm is fast, able to represent the randomness of the material and to generate RVEs with any volume fraction, from 0 to its highest value equal to \( \frac{\pi}{3\sqrt{2}} \) and \( \frac{2\sqrt{3}}{6} \) for spheres and circles, respectively.

It should be noticed that the proposed algorithm is able to generate RVEs with the exact value of the desired volume fraction. This fact is very relevant when the RVE is used to estimate an overall property of interest. Being this property stochastic (because the particles’ distribution is random), a statistical analysis is usually performed to study its statistical distribution. Eliminating the uncertainty on the volume fraction simplify enormously this task.

Several statistical spatial descriptors were used to assess the quality of the particles’ distribution obtained. The results confirm that the proposed algorithm allows the generation of random distribution of monodispersed particles in a very efficient way (the maximum randomness is reached quickly, only after 5-10 iterations). The maximum degree of randomness reached is comparable to the case of CSR only for very small volume fractions. For large values of the volume fraction, randomness is lost and particles own a certain structures. This does not depend on the algorithm but on the fact that particles have a finite dimension.

The RVEs generated will be used to evaluate the impact of the particles’ distribution on the overall stochastic properties of composite materials.
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Appendix A: Generation of two-dimensional RVEs

The algorithm described in figure 1 can easily be modified to generate uniform dispersions of hard circular particles, as those proposed previously by other authors [4,5]. The generation of two-dimensional RVEs can obtained as a special case of the algorithm used to generate three-dimensional RVEs. The compact RVE is generated from a hexagonal pattern as shown in figure 16. As previously done, the compact RVE is generated translating the unit cell. The circles of the unit cell have coordinates:

\[
v_0 = \begin{pmatrix} 0 \\ 0 \end{pmatrix}, \quad v_1 = \begin{pmatrix} r \\ \sqrt{3}r \end{pmatrix}
\]

while a given circle in the initial RVE will have coordinates:

\[
v_{i}^{mn} = v_i + \begin{pmatrix} (m - 1) \delta_x \\ (n - 1) \delta_y \end{pmatrix}
\]

where \(\delta_x = 2r\), \(\delta_y = 2\sqrt{3}r\), \(i = 0, 1, m = 1, ..., M\), \(n = 1, ..., N\), being \(N\) and \(M\) the times that the unit cell is repeated along \(x\) and \(y\) respectively.

[Fig. 16 about here.]

The initial RVE, showed in figure 17 is obtained as described in the previously section.

[Fig. 17 about here.]

Finally, as the two-dimensional algorithm is a special case of the three-dimensional algorithm, only two parameters plays a role during the perturbation, namely \(\rho\) and \(\phi\). Those are calculated as already reported in Equations (14) and (11). The final RVE, after the perturbation, is reported in figure 18.

[Fig. 18 about here.]
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