Generation and optimization of electron currents along the walls of a conical target for fast ignition
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The interaction of an ultraintense laser pulse with a conical target is studied by means of numerical particle-in-cell simulations in the context of fast ignition. The divergence of the fast electron beam generated at the tip of the cone has been shown to be a crucial parameter for the efficient coupling of the ignition laser pulse to the precompressed fusion pellet. In this paper, we demonstrate that a focused hot electron beam is produced at the cone tip, provided that electron currents flowing along the surfaces of the cone sidewalls are efficiently generated. The influence of various interaction parameters on the formation of wall currents is investigated. It is found that the strength of the electron beams is enhanced for high laser intensities, low density targets, and steep density gradients inside the cone. The hot electron energy distribution obeys a power law for energies of up to a few MeV, with the addition of a high-energy Maxwellian tail. © 2010 American Institute of Physics. [doi:10.1063/1.3521571]

I. INTRODUCTION

Fast ignition is an alternate scheme for inertial confinement fusion, in which an ultraintense laser pulse is used to generate hot electrons (or, alternatively, protons), which subsequently ignite the precompressed fuel. This approach offers several advantages over central ignition, but also suffers drawbacks due to propagation losses of the intense laser beam energy in the underdense coronal plasma. Recently, seminal experiments have demonstrated that inserting a hollow cone in the spherical shell results in a significant enhancement of fusion events in the imploded target. Such promising results have thus motivated further experiments and represent a milestone in the development of future equipments such as the High Power Laser Energy Research (HiPER) facility.

However, the success of the fast ignition approach crucially depends on the efficient coupling of the ultraintense laser beam to the precompressed fusion pellet. This implies that fast electrons with appropriate energy are effectively generated and transported from the cone tip to the dense core. Hybrid particle-in-cell (PIC) simulations have demonstrated that self-generated resistive magnetic fields could collimate the relativistic electron beam during its transport through the coronal plasma, thus improving substantially the coupling efficiency. Nevertheless, these results have been shown to be highly sensitive to the initial properties of the fast electron beams.

Several experiments have been dealing with the electron generation in conical targets. Noticeable differences with respect to the planar geometry have been demonstrated in the number of electrons produced, their angular distribution, and their energy distribution. Cone-wire targets have further been developed to gain insight on both the generation and transport of hot electrons. The electron temperature measured shows a significant deviation from the standard ponderomotive scaling. However, the electron energy distribution strongly depends on whether the electrons are produced at the tip or on the sidewalls of the cone. The major influence of the preplasma filling the cone and its potential prejudicial role have also been highlighted. Thus, the experimental results obtained so far exhibit the peculiar response of cone targets to ultraintense laser light and further investigations are required to get a better understanding of the underlying physics and optimize the interaction parameters for future facilities.

An important specificity of the laser-cone interaction is the potential formation of electron currents along the cone walls due to self-generated electromagnetic fields. Three-dimensional PIC simulations have shown that electrons can be accelerated along the surface, thus producing a convergent hot electron flow toward the cone tip. These currents could also explain the enhanced energies observed in proton beams generated with cone targets. However, the relevant parameters for the appearance of such currents remain elusive, since they have not been observed in recent simulations. The formation of this focused fast electron beam is of paramount importance as the initial divergence of the relativistic electron beam has been shown to be a major limitation for fast ignition.

In this paper, we investigate the characteristics of the electron flow emitted at the tip of a conical target irradiated by an ultraintense laser pulse. We present two-dimensional PIC simulations dedicated to the generation and optimization of a convergent fast electron beam toward the cone axis. We observe that surface currents along the cone walls can be efficiently produced for some given interaction parameters. The paper proceeds as follows: in Sec. II, we study the influence of the laser beam size with respect to the cone...
critical density. We checked that using mobile Au+ ions do not lead to any differences in the results obtained due to the preplasma. At each time step, we extract the particles crossing the cone tip (at $z=30.6$ $\mu$m) with an energy threshold of 500 keV. Due to the electromagnetic fields building up at the cone tip (enhanced by the immobile ions) and the limited size of the coronal plasma, some particles are bounced back and forth across the cone tip. These particles crossing the surface several times are thus not considered. We checked that a larger coronal plasma (14.5 $\mu$m thick) gives similar results to the ones presented throughout this paper, the differences arising in the higher absolute value of the power law factor and the lower temperature of the electron energy spectra for the large coronal plasma case. This indicates that in the energy spectra presented here, the high-energy electron contribution is favored with respect to the low-energy electrons. Hence, the variations of the electron beam characteristics with respect to the various interactions parameters have to be considered rather than the actual values themselves.

It has to be noted that the pulse duration used throughout the paper is shorter than what is envisaged for fast ignition. However, our goal is not to simulate full-scale laser-cone interaction, but to understand the physics at stake and the relevant parameters for the generation of currents along the surfaces of the cone walls. Previous simulations have shown that these currents can be formed in a few tens of femtoseconds.

We performed two sets of simulations. In the first case, the laser spot size is $w_{1/e}=3$ $\mu$m and is thus smaller than the cone tip inner size. In the second case, the spot size is 12 $\mu$m in order to investigate the contribution of the walls to the fast electron beam crossing the tip. The laser peak intensity is kept identical in both cases at $I_0=5.5\times10^{20}$ $W/cm^2$, which corresponds to a normalized vector potential of $a_0=20$. The temporal evolution of the number of electrons crossing the cone tip is shown in Fig. 2(a) for the two cases considered. When the laser spot size is smaller than the cone tip size, the time evolution of the electron yield follows the temporal profile of the laser pulse, with a duration of 95 fs (FWHM). When the laser spot size is larger than the tip size, there is a second component with a nearly constant yield which lasts for a few tens of femtoseconds after the end of the laser pulse. As shown in the next paragraph, this component is due to electrons flowing along the cone walls.

Figure 2(b) displays the electron energy flux crossing the cone tip as a function of the transversal coordinate, integrated over 500 fs. When $w_{1/e}$ is smaller than $d$, the spatial distribution resembles the Gaussian profile of the laser pulse, with a transverse size of 3.2 $\mu$m. On the other hand, when the laser pulse interacts with the cone walls, the spatial profile is mostly flat and its dimension matches the inner cone tip size. This supports previous findings suggesting that the fast electron beam extension is controlled by the cone tip.

II. FORMATION OF ELECTRON CURRENTS ALONG THE CONE WALLS

The simulations are performed with the fully relativistic PIC code ILLUMINATION (Refs. 27 and 28). The typical parameters used in this paper are the following: the simulation box is made of 2550x2048 cells with mesh sizes $\Delta z=\Delta x=0.016$ $\mu$m and the calculation time step is of 3.55 $\times 10^{-2}$ fs. The boundary conditions are absorbing for both electromagnetic fields and particles. The laser wavelength is $\lambda=1$ $\mu$m and its duration is set to 100 fs (FWHM). The temporal and spatial profiles are both Gaussian. The light is $p$-polarized as it is expected to maximize the surface currents. $s$-polarization should, however, be considered in the future as experimental results are a mixture of those two cases. The target geometry is shown in Fig. 1. It consists of a $30^\circ$ full-angle hollow cone, with 2.5 $\mu$m thick walls. The cone tip inner size is $d=10$ $\mu$m and its thickness is 2.5 $\mu$m. The target density is made of a collisionless plasma with immobile ions and its density is $10n_c$, where $n_c$ denotes the critical density. We checked that using mobile Au+ ions do not lead to any differences in the results obtained due to the short pulse duration employed in our simulations. The cone is filled with an exponentially decreasing preplasma, whose scale length is 1 and 0.25 $\mu$m in front of the cone tip and the walls, respectively, to ensure the density continuity. The electron population is simulated by 64 particles per cell. We use weighted particles so that we can simulate large density gradients without having to decrease the number of particles per cell in the low density regions. A dense plasma slab of 4.5 $\mu$m thick is placed behind the cone, which mimics the coronal plasma and limits the refluxing of electrons toward the inner part of the cone. There is no plasma behind the cone walls. Such targets have indeed been shown to enhance the number of electrons emitted toward the precompressed core. In order to characterize the fast electron beam emitted at the cone tip, we follow the trajectories of about $8\times10^6$ quasiparticles, which initially belong to the cone or to the preplasma. At each time step, we extract the particles crossing the cone tip (at $z=30.6$ $\mu$m) with an energy threshold of 500 keV. Due to the electromagnetic fields building up at the cone tip (enhanced by the immobile ions) and the limited size of the coronal plasma, some particles are bounced back and forth across the cone tip. These particles crossing the surface several times are thus not considered. We checked that a larger coronal plasma (14.5 $\mu$m thick) gives similar results to the ones presented throughout this paper, the differences arising in the higher absolute value of the power law factor and the lower temperature of the electron energy spectra for the large coronal plasma case. This indicates that in the energy spectra presented here, the high-energy electron contribution is favored with respect to the low-energy electrons. Hence, the variations of the electron beam characteristics with respect to the various interactions parameters have to be considered rather than the actual values themselves.

It has to be noted that the pulse duration used throughout the paper is shorter than what is envisaged for fast ignition. However, our goal is not to simulate full-scale laser-cone interaction, but to understand the physics at stake and the relevant parameters for the generation of currents along the surfaces of the cone walls. Previous simulations have shown that these currents can be formed in a few tens of femtoseconds.

We performed two sets of simulations. In the first case, the laser spot size is $w_{1/e}=3$ $\mu$m and is thus smaller than the cone tip inner size. In the second case, the spot size is 12 $\mu$m in order to investigate the contribution of the walls to the fast electron beam crossing the tip. The laser peak intensity is kept identical in both cases at $I_0=5.5\times10^{20}$ $W/cm^2$, which corresponds to a normalized vector potential of $a_0=20$. The temporal evolution of the number of electrons crossing the cone tip is shown in Fig. 2(a) for the two cases considered. When the laser spot size is smaller than the cone tip size, the time evolution of the electron yield follows the temporal profile of the laser pulse, with a duration of 95 fs (FWHM). When the laser spot size is larger than the tip size, there is a second component with a nearly constant yield which lasts for a few tens of femtoseconds after the end of the laser pulse. As shown in the next paragraph, this component is due to electrons flowing along the cone walls.

Figure 2(b) displays the electron energy flux crossing the cone tip as a function of the transversal coordinate, integrated over 500 fs. When $w_{1/e}$ is smaller than $d$, the spatial distribution resembles the Gaussian profile of the laser pulse, with a transverse size of 3.2 $\mu$m. On the other hand, when the laser pulse interacts with the cone walls, the spatial profile is mostly flat and its dimension matches the inner cone tip size. This supports previous findings suggesting that the fast electron beam extension is controlled by the cone tip.
The total electron energy flux is 4.7 times higher for the larger laser beam size. Since the laser energy in 2D simulations scales as $I_0 w_1/e$, the conversion efficiency of the laser energy is thus slightly higher when the laser pulse interacts with the walls. Two peaks can be distinguished at $x = 10.6$ and $15.6$ $\mu$m in the spatial energy flux distribution when $w_1/e = d$. These contributions are due to electrons flowing along the inner surfaces of the cone walls. This can be seen in Fig. 3(a), where the instantaneous longitudinal component of the current at $t = 439.3$ $\text{fs}$ is shown, and in Fig. 3(b), which exhibits typical trajectories of electrons that are initially sampled around the inner walls surfaces and their positions are recorded every 2 $\text{fs}$. In both figures, the dashed lines indicate the initial position of the cone.

Electron transport along the surface of foil targets have been observed for oblique incidence both experimentally and theoretically. When the laser incident angle is large ($\sim 70^\circ$), electrons can be trapped along the target surface in a potential well generated by self-induced quasistatic magnetic and electric fields. As a result, in addition to an energy absorption rate of nearly 75%, cones with an opening angle of $30^\circ$ are optimal targets to favor the formation of currents on the surface of the sidewalls.

The energy spectrum of fast electrons emitted at the tip of a cone target is a crucial input parameter for hybrid codes to simulate the fast electron transport toward the precompressed target. It is generally chosen as a one-temperature Maxwellian distribution. Some numerical simulations have shown that the spectrum could be fitted by a

**FIG. 2.** (Color online) (a) Temporal evolution of the number of electrons crossing the cone tip when the laser spot size is larger than the cone tip size (solid line) and when the laser spot size is smaller than the cone tip size (dashed line). (b) Hot electron energy flux ($E > 500$ $\text{keV}$) crossing the cone tip for the two cases.

**FIG. 3.** (Color online) (a) Instantaneous longitudinal component of the electron current when $w_1/e = d$. (b) Typical electron trajectories obtained when $w_1/e = d$. The electrons are initially sampled 2 $\mu$m around the inner walls surfaces and their positions are recorded every 2 $\text{fs}$. In both figures, the dashed lines indicate the initial position of the cone.
two-component superscript 38 or three-component superscript 39 Maxwellian distribution. However, a careful analysis of the various cone-generated spectra presented so far in the literature exhibits a more complex energy distribution function. In all our simulations, we find that the distribution function obeys a power law \( f(E)dE \sim E^{-b} \) for electron energies of up to a few tens of MeV, where \( b \) varies with the interaction parameters. In addition to the power law component, the energy spectra are completed with a high-energy tail which is fitted by a Maxwellian distribution. Interestingly, a power law distribution function has been previously highlighted in Ref. superscript 40 where the cone-attached target was described with a circular target in which a 60° wedge was removed.

The time-integrated energy spectra for the two laser spot sizes are shown in Fig. 4. Both spectra are fitted by a power law followed by a high-energy Maxwellian tail. However, for the smaller spot size, the power law extends up to 1.5 MeV, whereas it extends up to 80 MeV for the larger laser beam. The high-energy Maxwellian distribution for the narrow spot has a temperature of 9.8 MeV, which follows the usual ponderomotive law superscript 20 whereas the temperature for the wide beam is four times higher, indicating that the electrons are additionally accelerated with a different acceleration mechanism. The same effect has been observed experimentally when the laser pulse was focused on the cone walls rather than on the cone tip. superscript 21 The higher temperature and the wider range of energies fitted by a power law in the case of the larger spot size are thus the results of the Brinel absorption and the subsequent surface acceleration on the sidewalls of the cone. Recent simulations demonstrated that electrons accelerated along a foil surface have a high-energy tail, which cannot be fitted by a Maxwellian distribution. However, the power law dependence might not be due to the target geometry. Although further investigations are required, the spectrum obtained for the narrow spot size, as well as recently published results, superscript 41 seems to indicate that a power law function up to a few MeV could also be observed for flat foil targets at these intensities.

The guiding of electrons along the walls generates a convergent fast electron beam toward the cone axis. In order to demonstrate the focusing effect of the cone, we present in Fig. 5 the map of the electron energy flux crossing the cone tip surface as a function of the direction of emission of the electrons (with respect to the laser propagation direction) and the transversal coordinate \( x \). The pattern observed shows that electrons in the upper half of the figure (for \( x > 13.3 \ \mu m \)) have a predominantly negative direction of emission. This means that the particles generated in the upper part of the cone (i.e., the upper wall) are mainly going downward. On the other hand, in the lower half of the figure (\( x < 13.3 \ \mu m \)), the electrons have a positive angular distribution. Those electrons originating from the lower wall are thus essentially going upward. Consequently, both contributions are emitted toward the cone axis, leading to a converging electron beam. It is important to note that integrating over the whole spatial coordinate would give a large divergence angle, thus missing the converging effect of the cone.

**III. INFLUENCE OF THE INTERACTION PARAMETERS OVER THE GENERATION OF ELECTRON SURFACE CURRENTS**

The above simulations demonstrate the generation of electron surface currents on the walls of the cone. However, in some cases, no surface guiding effects have been reported for cone targets superscript 25 or obliquely irradiated foils. superscript 23 The formation of such electron flows thus depends on the interaction parameters.

**A. Target density**

The results presented in Sec. II, where \( a_0 = 20 \) and \( n_e = 10n_c \), are initially in the self-induced relativistic transparency regime. superscript 42, superscript 43 However, at such high intensities, the preplasma gradient is dynamically compressed over short time
scales, such that the main part of the laser pulse interacts with an overdense plasma.\textsuperscript{44} In order to investigate the influence of the target density over the formation of electronic currents along the cone walls, we thus performed simulations with cone densities above $\gamma_\text{nc}$, where $\gamma=(1+a_\text{p,0}^2)^{1/2}$ is the Lorentz factor of the electron in the laser field. To avoid the inherent changes in the profiles of the preplasmas, the cone targets were not initially filled with any particles. The influence of the preplasma scale length will be discussed in Sec. III D. The other interaction parameters remain identical to the ones used in Sec. II.

In Fig. 6, we show the transversal distributions of the electron energy flux crossing the cone tip for three cone densities above $\gamma_\text{nc}$. The two peaks observed at $x=8.6$ $\mu$m and $x=17.9$ $\mu$m indicate the generation of electron currents along the cone walls in every cases. However, the strength of the currents decreases for larger target densities. More electrons are produced inside and behind the walls (for $x<8$ $\mu$m and $x>18.5$ $\mu$m) for higher densities, but those particles are not necessarily directed toward the cone axis and may not contribute to ignite the target. Thus, the relativistic transparency does not play a direct role in the formation of electron flows along the cone walls. However, the larger absorption of the laser energy for lower target densities\textsuperscript{45,46} leads to stronger currents, hence favoring a focused fast electron beam toward the cone tip. In addition to the reduction of prejudicial collisional effects at the cone tip, the use of a low-Z material (such as CH) would thus be beneficial for fast ignition.\textsuperscript{47}

The energy spectra of the fast electron beam are shown in Fig. 7 for the three target densities. In each case, the spectrum is fitted by a power law function followed by a high-energy Maxwellian tail. The power law component and its range of application vary with the density. The parameter $b$ increases from 1.05 to 1.62 when $n_e$ increases from $30 n_a$ to $80 n_a$. A rough fit of these values indicate a logarithmic increase of $b$ with the density normalized to $n_e$. On the other hand, the extension $E_{\text{max}}^{(pl)}$ of the power law distribution exponentially decreases when $n_e$ increases, with $E_{\text{max}}^{(pl)}=20$ MeV for $n_e/n_a=30$, $E_{\text{max}}^{(pl)}=9$ MeV for $n_e/n_a=50$, and $E_{\text{max}}^{(pl)}=6$ MeV for $n_e/n_a=80$. The high-energy cutoff is 80 MeV in every cases and is thus nearly independent of the cone density. However, the temperature of the Maxwellian distribution decreases when increasing the density, with $T_{\text{h}}=31$ MeV at $30 n_a$, $T_{\text{h}}=25$ MeV at $50 n_a$, and $T_{\text{h}}=23$ MeV at $80 n_a$. The variation of the temperature with the target density was also demonstrated in Ref. 38, where an $n^{-1/2}$ dependence was found. Since hybrid simulations have shown that ignition is sensitive to the electron energy spectrum,\textsuperscript{14,16} a more accurate consideration of the energy distribution in the fast electron transport codes is thus desirable for fast ignition.

**B. Laser intensity**

The laser pulse intensity is a preponderant parameter for fast ignition. 2D kinetic simulations\textsuperscript{38} found a much lower electron temperature than the expected ponderomotive law\textsuperscript{20} when a laser pulse with a spot size of 6 $\mu$m was focused on a 10 $\mu$m cone tip. However, recent experiments measured a temperature well above the usual $(I\lambda)^{1/2}$ scaling when the laser is focused on the sidewalls of the cone.\textsuperscript{21}

Figure 8 presents the transversal distribution of the fast electron energy flux crossing the cone tip for three different laser intensities. The electronic density is set to $50 n_a$ in every case and a preplasma with a scale length of 1 $\mu$m in front of the tip fills the cone. In the lower intensity case, the surface currents are almost negligible as the spatial distribution is nearly Gaussian. However, increasing the laser intensity results in a progressive enhancement of the currents strength. The contribution of the surface currents are clearly observed in the high-intensity case, at $x=10.5$ $\mu$m and $x=15.5$ $\mu$m, leading to a nearly flat electron energy flux distribution over the cone tip. Thus, for a fixed cone density, the strength of the surface currents is seen to increase when the laser intensity increases.

The enhancement of surface electron flows with the laser intensity has been observed experimentally when planar targets are irradiated obliquely.\textsuperscript{33,34} It is attributed to the larger Brunel absorption efficiency, which varies as $l^{1/2}$.\textsuperscript{48} It is in-
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\caption{(Color online) Hot electron energy flux ($E>500$ keV) crossing the cone tip for three target densities.}
\end{figure}
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\caption{(Color online) Time-integrated energy spectra of the hot electrons crossing the cone tip for three target densities.}
\end{figure}
teresting to note that a similar $t^{1/2}$ dependence of the surface electron temperature has been found in Ref. 35 for a tilted foil. In addition, the transversal energy flux distributions for the high intensities display two outer peaks at $x=6.2 \, \mu m$ and $x=20.2 \, \mu m$. The strong sheath electric field which builds up at the cone/vacuum interface keeps the electrons from escaping the cone. Instead, they are reflected back and forth across the walls such that they move along the rear sides of the walls. They are finally emitted toward the cone axis and participate in the enhancement of the hot electrons.

The energy spectra of the fast electron beam crossing the cone tip are shown in Fig. 9 for the three different intensities. The upper energy limit is fixed to 10 MeV as relativistic electrons beyond this maximum are ineffective for fast ignition. Each distribution is fitted by a power law function followed by a Maxwellian high-energy tail (not shown). The energy range of the power law distribution, the Maxwellian temperature, and the high-energy cutoff increases with the laser intensity. A higher intensity leads to electrons with higher energies, resulting in a decrease of the power $b$, from $b=1$ for $I_0=5.5 \times 10^{20} \, W/cm^2$ ($a_0=20$) to $b=0.74$ for $I_0 =8.7 \times 10^{21} \, W/cm^2$ ($a_0=80$). Although a proper scaling of the power law parameter’s variation with the laser intensity requires a more detailed investigation, these results tend to indicate an exponential decrease of $b$ with $a_0$.

C. Laser wavelength

The use of a shorter wavelength for the ignition pulse might be necessary if the penetration depth of the fast electron beam in the compressed fuel is larger than the optimal values obtained from target design studies, i.e., if the hot electron average energy is too high when irradiating the cone with a 1 $\mu m$ wavelength laser pulse. We thus performed simulations at $\omega$ and $2\omega$ (here, $\omega$ refers to the fundamental frequency of a Nd:glass laser) in order to investigate the influence of the wavelength over the generation of wall currents and the fast electron beam energy distribution. The simulation at $\omega$ is the same as the one presented in Sec. II. The normalized laser intensity is kept identical in both cases ($a_0=20$), as well as the normalized target density, which is $10n_c$. The spatial distributions of the fast electron energy flux crossing the cone tip are shown in Fig. 10. Both distributions are nearly constant over the cone tip inner size. Thus, for a given ratio of $a_0$ over $(n_c/n_c)$, the shorter wavelength gives a greater electron energy flux, which is nearly four times higher than at $\omega$. The electron energy spectra, shown in Fig. 11, are fitted with a power law distribution function for energies between 500 keV and 10 MeV, with $f(E)dE \sim E^{-0.67}$ at $\omega$ and $f(E)dE \sim E^{-0.98}$ at $2\omega$. For the range of energies considered in the present case, the number of electrons is nearly four times higher at $2\omega$. This factor of 4 is related to the ponderomotive scaling but also to the fact that the actual value of the electronic density is twice higher in the $2\omega$ case. As a consequence, the electrons with an energy of a few MeV (which are expected to maximize the coupling efficiency of the fast electron beam to the compressed core) are favored for the shorter wavelength.

FIG. 8. (Color online) Hot electron energy flux (for $E > 500$ keV) crossing the cone tip for three laser intensities.

FIG. 9. (Color online) Time-integrated energy spectra of the hot electrons crossing the cone tip for two laser intensities.

FIG. 10. (Color online) Hot electron energy flux crossing the cone tip (for $E > 500$ keV) for two laser wavelengths.
D. Preplasma scale length

The unavoidable long-duration low-energy laser prepulse leads to the formation of a preplasma filling the cone. The induced density gradient consequently modifies the laser absorption fraction and the electron energy distribution. As demonstrated in some experiments, the presence of a large preplasma inside the cone can be a major drawback for the efficient generation of fast electrons. We present in Fig. 12 the hot electron energy flux crossing the cone tip for two prepulse scale lengths \( L_z \) and a void cone. The electronic density is set to \( 50 n_c \) and the laser intensity is \( 5.5 \times 10^{20} \text{ W/cm}^2 \) in every cases. The plasma scale lengths given are in front of the cone tip and the lengths in front of the walls are accordingly adjusted to ensure the density continuity.

The void cone and the steeper gradient lead to a lower absorption efficiency of the laser energy along the cone axis with respect to the longer preplasma scale length, thus resulting in a lower energy flux emitted around \( x = 13.3 \mu\text{m} \). However, the wall currents’ contributions (noticeable around \( x = 9 \mu\text{m} \) and \( x = 17.5 \mu\text{m} \)) are greatly increased, as well as the electrons generated inside and behind the cone walls (for \( x < 8 \mu\text{m} \) and \( x > 18.5 \mu\text{m} \)). This is a result of the larger Brunel absorption for steep gradients and/or steep interfaces. The strengths of the surface currents are identical for the \( L_z = 0.5 \mu\text{m} \) and \( L_z = 0 \mu\text{m} \) cases. After the rapid compression of the short preplasma, the sharpened interface indeed resembles the steep wall. The surface currents are, however, generated closer to the cone axis in the presence of the short preplasma. This indicates that in this case, the absorption occurs at the steepened preplasma interface, while it occurs at the wall interface when there is no preplasma inside the cone. Noticing that the electrons generated inside and behind the walls are not necessarily emitted toward the cone axis and might not contribute to the ignition, these results indicate that a short preplasma scale length inside the cone remains acceptable for fast ignition, as long as it is steepened before the arrival of the main part of the pulse.

The pre ponderant effect of the preplasma and the enhancement of surface currents for steeper gradients have been experimentally demonstrated for plane targets obliquely irradiated. These results are attributed to larger quasi-static electromagnetic fields developing on the target surface for a shorter plasma scale length, leading to the emission of electrons along the walls rather than in the specular direction.

The electron energy spectra (not shown) are fitted by a power law for energies below 10 MeV. For the larger preplasma, \( b \) is equal to 1.10, whereas it increases to 1.20 for \( L_z = 0.5 \mu\text{m} \) and 1.50 when there is no preplasma inside the cone. The steepening of the preplasma has indeed been shown to give lower energy electrons.

E. Collisions

In order to get insight on the effect of collisions over the wall currents, we also carried out some simulations with mobile Au ions with a fixed ionization level of \( Z = 32 \). These calculations were performed using the 2D collisional PICLS code.\(^{52}\) The laser parameters are the same as the ones presented in Sec. II, with an intensity of \( 5.5 \times 10^{20} \text{ W/cm}^2 \), a duration of 100 fs, and a laser spot size of 12 \( \mu\text{m} \). The simulation box is made of \( 2550 \times 2048 \) cells with a cell size and a time step of \( c \Delta t = \Delta x = \Delta z = \lambda / 62 \). Each cell contains 64 electrons and two ions with their numerical weights depending on the local density. The cone profile is the same as the one presented in Fig. 1 except that it is not filled with a preplasma. The density is set to \( 50 n_c \) in the cone tip and the coronal plasma and is either \( 10 n_c \) or \( 50 n_c \) in the walls. For collisionless simulations, the electron temperature is fixed to \( T_e = 1 \text{ keV} \). The boundaries are absorbing for the fields. The particles hitting the boundaries are reflected with a thermal temperature. Without collisions, we observed similar results than the ones presented in Sec. II, i.e., the wall surface currents, are higher for the lower wall density.

We performed similar simulations with collisions. The electron temperature is set to 50 eV. At first, we set up the
collisions accordingly to the kinetic density of $10n_e$ and $50n_e$ in the cone walls. In these cases, we observed the same behavior as in the collisionless simulations. Hence, we increased the collisional density to mimic the real gold solid density at $n_{Au}$ and $n_{Au}/5$, where the kinetic density is $50n_e$ and $10n_e$, respectively. The use of a different density for the calculation of the collision frequency and for the kinetic calculations has been explored in Sentoku et al.37 In these highly collisional cases, the wall surface currents decrease. This is due to the high collisionality of the return currents situated in the walls. Indeed, the relativistic surface currents are confined as long as the return currents inside the wall maintain the current neutrality.37 This condition is broken in the case of a high plasma collisionality, since the electrons of the return currents are heated and scattered by the background ions. This short study of the collisional effect suggests that the surface currents may be efficiently generated and confined if we consider a low density target, such as a foam or a material with low Z. Complementary simulations using a hybrid code could help to investigate more thoroughly the collisional effects.

IV. CONCLUSIONS

The fast electron beam emitted at the tip of a laser-irradiated cone is studied through 2D PIC simulations in the context of fast ignition. When the laser spot size is larger than the cone tip size, the interaction of the pulse with the cone walls is highly beneficial as the formation of electron currents guided along the wall surfaces results in a focused fast electron beam, which can remain collimated by self-generated magnetic fields, thus enhancing the number of particles transported toward the precompressed core. The generated hot electron beam spectra are nicely fitted by a power law function for electron energies of up to a few MeV, rather than a Maxwellian distribution function, due to the various acceleration mechanisms at stake.

The strength of the surface currents along the sidewalls is enhanced when the laser intensity increases or when the density decreases. Using a shorter wavelength for the ignition beam could be considered, as it lowers the electron average energy without lowering the surface currents strength. In any case, the laser contrast has to be maximized to limit the preplasma filling the cone. The collisions decrease the surface current generation and confinement. A low density material with a low Z should thus be considered for the wall composition.

Finally, the results presented here are limited to short pulse durations. Longer pulse simulations have thus to be performed to investigate the influence of the processes appearing over longer timescales, such as plasma steepening or the development of instabilities at the cone tip.
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